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Preface

Soft-collinear effective field theory (SCET) is the youngest member of the large
family of low-energy effective field theories of the Standard Model and has been
developed over the last 15 years. By now, the effective theory has been applied to a
large variety of processes, from B-meson decays to jet production at the LHC, but
unfortunately there is still no introductory text available. This book tries to fill this
gap by providing an elementary and pedagogical introduction to the subject.

The original papers [1–7] are recommended reading, but not optimal as a
first introduction for several reasons: They assume familiarity with effective field
theory methods, in particular heavy-quark effective theory, and focus on B-physics
applications. On top of this, different formalisms and notations are commonly used,
and interested readers will need to work their way through several papers to become
familiar with all of the ingredients necessary for an understanding of SCET. In his
recent book on the foundations of perturbative QCD, John Collins wrote that he
found the SCET literature to be impenetrable, and we have heard similar complaints
from other QCD experts. We hope that this self-contained introduction will alleviate
these difficulties and make SCET accessible also to researchers outside the effective-
field-theory community. We vividly remember our own difficulties in understanding
SCET when we first studied it and have tried our best to make the subject accessible.
Obviously, however, a course on Quantum Field Theory and basic knowledge of
perturbative QCD are prerequisites for this book.

The structure of this book is derived from the syllabus of a series of lectures given
by one of us (T.B.) at the University of Zürich in 2010 and at Technische Universität
Dresden in 2011. When turning these lectures into a manuscript, we decided to
include many detailed derivations and computations, to allow the reader to focus
attention on the logic underlying SCET without being distracted and delayed by the
need to reconstruct algebraic steps. On the other hand, in order not to overburden
the text, we have relegated some of the computations to appendices, in particular
explicit evaluations of loop integrals. The appendices also provide introductions to
auxiliary topics such as Wilson lines and the color-space formalism, which will be
familiar to expert readers, but are beyond most Quantum Field Theory textbooks.
Compared to the original lectures, we have expanded the scope to also include
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vi Preface

some more recent developments. On the other hand, to keep the book short and
self-contained, we focus mostly on the basic formalism and have included only a
small number of applications, aimed at illustrating how SCET is used in practice.
To mitigate the impact of the choice of material we had to make, we conclude
the book with a brief non-technical review of the many applications of SCET to
B-physics and collider physics problems. This review can be found in Chap. 9 and
should enable the reader to navigate the original literature.

Finally, we would like to thank a number of colleagues. First and foremost, a
special thank you goes to Matthias Neubert; while he was not involved in the writing
of this introduction, he should nevertheless be considered a co-author: a lot of the
understanding of SCET of the authors is due to collaborations with him and a lot of
the material in this introduction is due to common work.

In addition, T.B. would like to thank Martin Beneke and Dave Soper for
discussions, Guido Bell, Ilya Feige, Xavier Garcia Tormo, and Matt Schwartz for
discussions and comments on the manuscript, and Antonia Adler, Silvan Etter,
Stefanie Marti, Jan Piclum, and Lorena Rothen for pointing out typographical
mistakes in the draft. A.B. would like to thank Robert Schabinger and Andrea
Visconti for pointing out some typographical mistakes in an earlier version of the
manuscript. A.F. would like to thank Thomas Lübbert, Gil Paz, Ben Pecjak, and
Lilin Yang for many useful discussions and clarifications which are reflected in part
in the appendices of this work.

T.B. acknowledges support by the Swiss National Science Foundation (SNF)
under grant 200020-140978 and by the Munich Institute for Astro- and Particle
Physics (MIAPP) of the DFG cluster of excellence “Origin and Structure of the
Universe.” The research activity of A.F. is supported in part by the National Science
Foundation Grant No. PHY-1068317 and No. PHY-1417354.

The authors would also like to thank the Center for Theoretical Physics at
the Physics Department of New York City College of Technology and the Albert
Einstein Center for Fundamental Physics of the University of Bern for their
hospitality.

Bern, Switzerland Thomas Becher
Villigen, Switzerland Alessandro Broggio
Brooklyn, NY, USA Andrea Ferroglia
November 2014
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Chapter 1
Introduction

Effective field theories (EFTs) are used whenever one encounters problems with
two disparate scales, a high-energy scale ƒh and a lower scale ƒl , in quantum field
theory. EFTs allow one to expand physical quantities in the small ratio of the scales
and to separate the low-energy contributions from the high-energy part. Performing
the expansion usually greatly simplifies the problem and is often necessary in
order to be able to attack a field-theory problem in the first place. In Quantum
Chromodynamics (QCD), the low-energy part is usually non-perturbative, while
the high-energy contribution can be computed perturbatively. Using an EFT one
is able to separate the two pieces and compute them with appropriate techniques.
For hadron-collider observables, the leading non-perturbative low-energy part is
typically encoded in the parton distribution functions. However, even in cases where
all scales in a given problem are in the perturbative domain, it is necessary to
separate the contributions associated with different scales. If this is not done, higher-
order corrections are enhanced by large logarithms of the scale ratios. In many
physical problems, the leading logarithms at nth order in perturbation theory are
of the form ˛ns lnn.ƒh=ƒl/, where ˛s is the strong interaction coupling constant.
The situation is different for processes described in Soft Collinear Effective Theory
(SCET) [1–7], which involve energetic particles. In this case one encounters two
logarithms for each power of the coupling constant, so that the leading logarithmic
terms have the form ˛ns ln2n.ƒh=ƒl/. These logarithms are also called Sudakov
logarithms and were first observed in the electron form factor at large momentum
transfer.

While EFTs are commonly used in low-energy QCD, in particular in flavor
physics, their application to high-energy processes is still fairly new. This is
surprising, since processes at high-energy colliders are prime examples of multi-
scale problems. A typical process at a hadron collider involves physics from
large scales, such as the center-of-mass energy or the transverse momentum of
a jet, down to very low scales such as the proton mass. Without disentangling
the physics associated with these scales, it would be hopeless to try to obtain

© Springer International Publishing Switzerland 2015
T. Becher et al., Introduction to Soft-Collinear Effective Theory, Lecture Notes
in Physics 896, DOI 10.1007/978-3-319-14848-9_1

1



2 1 Introduction

theoretical predictions for any such process. However, traditionally, this factoriza-
tion is achieved with diagrammatic methods. From an analysis of the Feynman
diagrams in the high-energy limit, one establishes that certain properties hold to
all orders of perturbation theory. Based on such factorization theorems, also the
resummation of Sudakov logarithms can be achieved. Reviews of the traditional
diagrammatic techniques include [8] as well as the recent book [9]. SCET provides
an alternative formalism which allows one to derive these factorization theorems
and to perform the resummation of Sudakov logarithms. The use of an effective
Lagrangian makes it easier to derive the consequences of gauge invariance, which
are not manifest on the level of the individual diagrams. The Lagrangian approach
also provides a powerful tool for the resummation of Sudakov logarithms, which can
be achieved using renormalization group (RG) evolution in the EFT. An effective
Lagrangian provides a simple and systematic way of organizing computations.
For more complex problems, such as power corrections, a purely diagrammatic
approach seems prohibitively difficult. While we believe that the EFT approach has
important advantages, we want to stress the close connection between the traditional
approach and the diagrammatic techniques: the diagrams of SCET are in one-to-
one correspondence with the expanded QCD diagrams. In fact, in our introduction
we start by expanding diagrams around the high-energy limit and then build the
Lagrangian such that the expansion of the diagrams is recovered. Let us also stress
that an effective Lagrangian does not prevent one from making mistakes. SCET
has not only been used to rederive results obtained earlier with traditional methods,
but also to repeat previous mistakes and to come up with new ones: deriving all-
order statements about perturbation theory is never a trivial task, irrespective of the
formalism employed.

The following text aims to present the SCET basics in detail and then to illustrate
them by means of a few sample applications. Starting from the expansion of
Feynman diagrams describing the production of energetic particles, an effective
Lagrangian is constructed which produces the different terms that contribute to the
expanded diagrams. The technique we use for the expansion is called the strategy
of regions and is based on dimensional regularization. There are two different low-
energy regions contributing in processes with energetic particles. The particles can
split into collinear particles and can emit soft particles. For this reason, and as
its name suggests, SCET includes different low-energy fields, which describe the
collinear and the soft emissions. The fact that the same QCD field is represented
by different fields in the low-energy theory is a somewhat uncommon feature
and makes SCET more complicated than other EFTs. In order to simplify the
construction of the relevant effective theory, we therefore first consider the case of a
scalar theory before turning to QCD. We analyze the Sudakov problem in �3 scalar
theory, check that we reproduce the full theory result at one-loop order and then
derive a factorization theorem for the �3 form factor in d D 6. After this, we extend
the construction to QCD. The main complications compared to the scalar case are
gauge invariance and the fact that different components of the gauge and quark
fields scale with different powers of the expansion parameter. Gauge invariance
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leads to the appearance of Wilson lines. Also in the QCD case, we use the Sudakov
form factor as an explicit example and show how the Sudakov logarithms can be
resummed using RG techniques.

The main focus of this introduction is to explain the construction of the
effective theory in detail. However, to see the method at work, we also include
two example applications. Since many of the applications of SCET in the last few
years were in collider physics, we choose our examples in this field. The first appli-
cation concerns soft-gluon resummation for the inclusive Drell-Yan cross section
pp! ��=Z CX ! `C`� CX . This is one of the most basic processes at hadron-
colliders, and one of the first for which resummation was performed in the
traditional framework as well as in SCET [10]. During the last few years, important
progress has been made to analyze also processes sensitive to small transverse
momenta or small masses in the effective theory [11–14]. In these cases, the SCET
diagrams suffer from unregularized light-cone singularities in the individual sectors
of the theory. These cancel when the different contributions are added, but need to be
regularized at intermediate stages and lead to implicit dependence of the low-energy
part on the high-energy scale. The structure of this collinear anomaly is understood
to all orders and the corresponding formalism has been used to perform higher-
log resummations. Therefore, we also discuss the application of this formalism to
transverse-momentum resummation for the Drell-Yan process.

As a second application of SCET methods, we consider a process with energetic
particles in many different directions. From the analysis of this process, one can
derive the structure of infrared (IR) singularities in n-point gauge-theory amplitudes.
Such singularities arise from regions where loop momenta become soft and collinear
and can therefore be analyzed using SCET. Knowledge of these singularities
provides a useful check on perturbative computations, and a necessary ingredient
to perform Sudakov resummations for multi-jet processes.

We end our introduction with an overview of the different applications of the
effective theory. These cover a wide range of topics, from heavy-quark physics,
event shapes in eCe� collisions, jet observables at hadron colliders, jet quenching
in heavy-ion collisions, to decays of heavy dark-matter particles. We hope that this
final chapter can serve as a guide to the SCET literature. Finally, the appendices
of this work include a detailed discussion of Wilson lines, provide several detailed
derivations of results needed in the main text, as well as a collection of perturbative
results for the anomalous dimensions appearing in various renormalization group
equations.

We remind the reader that our text aims to provide a first introduction to SCET
and its applications to collider physics, rather than a comprehensive overview of the
subject. While this choice limits the amount of material which can be presented, it
allows us—hopefully—to write a self-contained and relatively brief introduction to
the subject which should be accessible to graduate students with a background in
quantum field theory.
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Chapter 2
The Strategy of Regions

The strategy of regions [1] is a technique which allows one to carry out asymptotic
expansions of loop integrals in dimensional regularization around various limits
[2]. The expansion is obtained by splitting the integration in different regions
and appropriately expanding the integrand in each case. In the effective theory,
the different regions will be represented by different effective theory fields. The
expanded integrals obtained by means of the strategy of regions technique are
in one-to-one correspondence to the Feynman diagrams of effective field theories
regularized in dimensional regularization.

If one is simply interested to expand some perturbative result in a small
parameter, one can therefore work directly with the strategy of regions technique,
without constructing an effective Lagrangian. However, the use an effective field
theory offers some important advantages when one is interested in deriving all-order
statements. In particular, one can use the effective Lagrangian

• to derive factorization theorems and
• to resum logarithmically enhanced contributions at all orders in the coupling

constant using Renormalization Group (RG) techniques.

In addition, in the effective field theory gauge invariance is manifest at the
Lagrangian level, while this is not the case for individual diagrams. The effective
Lagrangian also provides a systematic way to organize higher power corrections,
by including subleading terms in the effective Lagrangian. (In a collider physics
context, higher-power contributions are also called higher twist corrections.)

© Springer International Publishing Switzerland 2015
T. Becher et al., Introduction to Soft-Collinear Effective Theory, Lecture Notes
in Physics 896, DOI 10.1007/978-3-319-14848-9_2

5



6 2 The Strategy of Regions

2.1 A Simple Example

In order to illustrate the main idea of the strategy of regions we start by considering a
simple integral, which we will expand using different methods, first using a cutoff to
separate two different regions and then with dimensional regularization. The integral
we will consider is

I D
Z 1
0

dk
k

.k2 Cm2/.k2 CM2/
D ln M

m

M2 �m2
: (2.1)

This corresponds to a self-energy one-loop integral with two different particle
masses at zero external momentum, evaluated in d D 2. We will assumes a
large hierarchy between the masses, for example m2 � M2, and will discuss the
expansion of the integral around the limit of small m. Since we know the full result,
we can obtain the expansion simply by expanding the denominator on the r.h.s. of
Eq. (2.1)

I D ln M
m

M2

�
1C m2

M2
C m4

M4
C � � �

�
: (2.2)

Note that the integral is not analytic in the expansion parameter m=M because
of the presence of the logarithm. Expansions of functions around points where
they have essential singularities are also called asymptotic expansions. Our goal
in the following is to obtain the expansion in Eq. (2.2) by expanding the integrand
in Eq. (2.1) before carrying out the integral. This is important in cases where the
full result is not available. It will also tell us what kind of degrees of freedom the
effective theory will contain.

A naive expansion of the integrand leads to trouble, because it gives rise to IR
divergent integrals. In fact

k

.k2 Cm2/.k2 CM2/
D k

k2.k2 CM2/

�
1 � m

2

k2
C m4

k4
C � � �

�
(2.3)

cannot be used in the integrand of Eq. (2.2):

I ¤
Z 1
0

dk
k

k2.k2 CM2/

�
1 � m

2

k2
C m4

k4
C � � �

�
: (2.4)

This was to be expected: If it had been legitimate to simply Taylor expand the
integrand in m=M and integrate term by term, the result would necessarily be an
analytic function of m in the vicinity of m D 0 because none of the integrals on
the r.h.s. of Eq. (2.4) depend onm and so the integrals would simply give the Taylor
coefficients of the expansion in m. But the result for I is not analytic in m=M ,
as we stressed above. So just from the form of the result in Eq. (2.2), it is clear
that expansion and integration do not commute. The reason is simply that the series
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expansion in Eq. (2.3) is valid only for k � m2, while the integration domain in
Eq. (2.1) includes a region in which k2 � m2, which contributes to the integral. To
account for this fact, we should split the integration into two regions. We can do this
by introducing a new scale ƒ such that m � ƒ � M . We will call the scale ƒ a
cutoff, even though the name is misleading, since we do not cut away any part of
the integral. The role of ƒ is just to separate the two momentum regions. We then
obtain

I D
Z ƒ

0

dk
k

.k2 Cm2/.k2 CM2/„ ƒ‚ …
I.I/

C
Z 1
ƒ

dk
k

.k2 Cm2/.k2 CM2/„ ƒ‚ …
I.II/

: (2.5)

We call the region Œ0;ƒ� the low-energy region. In this region k � m�M , and
therefore one can expand the integrand in the integral I.I / as follows

I.I / D
Z ƒ

0

dk
k

.k2 Cm2/.k2 CM2/

D
Z ƒ

0

dk
k

.k2 Cm2/M2

�
1 � k2

M2
C k4

M4
C � � �

�
: (2.6)

The scaleƒ acts as an ultraviolet cutoff for the integrals on the r.h.s. of the Eq. (2.6).
The region Œƒ;1� is referred to as the high-energy region; in that region m �

k �M , and one can expand the integrand according to

I.II/ D
Z 1
ƒ

dk
k

.k2 Cm2/.k2 CM2/

D
Z 1
ƒ

dk
k

k2.k2 CM2/

�
1 � m

2

k2
C m4

k4
C � � �

�
: (2.7)

In the equation above,ƒ acts as an infrared cutoff.
By integrating the first two terms on the r.h.s. of Eq. (2.6) one finds

I.I / � M2 Cm2

2M4
ln

�
1C ƒ2

m2

�
� �2

2M4

D � 1

M2
ln
�m
ƒ

�
� ƒ2

2M4
CO

�
ƒ4

M6
;
m2

M4
log

�
ƒ

m

��
; (2.8)

since it was assumed above that ƒ � m. Similarly, by integrating the first term on
the r.h.s. of Eq. (2.7) one obtains

I.II/ � 1

2M2
ln

�
1C M2

ƒ2

�
D � 1

M2
ln

�
ƒ

M

�
C ƒ2

2M4
CO

�
ƒ4

M6
log

�
M

ƒ

��
:

(2.9)
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Adding up the Eqs. (2.8) and (2.9) one finally obtains

I D I.I / C I.II/ D � 1

M2
ln
� m
M

�
CO

�
m2

M4
log

�
M

m

��
; (2.10)

which is the expected result [see Eq. (2.2)]. When summing the results for the
low-energy and high-energy regions, the terms which depend on the cutoff ƒ
cancel out; this has to happen, since the scale � is not present in the original
integral and was only introduced in order to split the original integral in a sum
of two different terms. Since the final result cannot depend on �, there should
be a way to obtain the expansion without introducing this additional scale. Our
ultimate goal is to apply a similar technical expedient to the calculation of loop
diagrams and it is well known that the use of hard cutoffs is impractical in such
calculations. Fortunately it is possible to separate the low- and high-energy regions
using dimensional regularization. To see this, let us rewrite the original integral as
follows

I D
Z 1
0

dk k�"
k

.k2 Cm2/.k2 CM2/
; (2.11)

where we will eventually send " ! 0 at the end of the calculation. (For simplicity,
we did not introduce the d -dimensional angular integration so this is not exactly
dimensional regularization.)

The integral in the low-energy region k � m�M will be

I.I / D
Z 1
0

dk k�"
k

.k2 Cm2/M2

�
1 � k2

M2
C k4

M4
C � � �

�
: (2.12)

In Eq. (2.12) the integral is infrared safe in the region in which k ! 0, the
dimensional regulator " can be chosen positive, so that the integrand is also
ultraviolet finite. The integral in the high-energy region will be

I.II/ D
Z 1
0

dk k�"
k

k2.k2 CM2/

�
1 � m

2

k2
C m4

k4
C � � �

�
: (2.13)

The integral is ultraviolet safe, and we consider " < 0, so that the integrand does
not give rise to an infrared singularity in the region where k ! 0. By integrating
the first term on the r.h.s. of Eq. (2.12) one finds, at leading power in the expansion
aroundm=M ,

I.I / D m�"

2M2
�
�
1 � "

2

�
�
� "
2

�
D 1

M2

�
1

"
� lnmCO."/

�
: (2.14)
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The integral of the first term on the r.h.s. of Eq. (2.13) is

I.II/ D M�"

2M2
�
�
1C "

2

�
�
�
� "
2

�
D 1

M2

�
�1
"
C lnM CO."/

�
: (2.15)

The poles in " cancel in the sum of Eqs. (2.14) and (2.15), and the final result is again
the one obtained by means of the cutoff method in Eq. (2.10). The reader might be
worried that we choose " < 0 in the low-energy region and " > 0 in the high-energy
region and then combine the two. It is important to remember that the integrals in
dimensional regularization are defined for arbitrary ": we only choose " < 0 to be
able to evaluate I.I / as a standard integral, but by analytic continuation the resulting
function on the right hand side is uniquely defined for any complex-valued " and
can be combined with I.II/.

Also, the fact that in both Eqs. (2.12) and (2.13) the integration domain coincides
with the full integration domain of the original integral might seem disturbing at first
sight. Since we integrate the high-energy part over the low-energy region (and vice
versa), one could fear that this leads to additional contributions which are already
accounted for in the low-energy part. To see that this does not happen and that
the two parts lead a life of their own, one should observe that the two integrals
scale differently. The low-energy integral I.I / factors outm�", while the high-energy
integral I.II/ factors out M�". This statement remains true even if we consider the
subleading terms. When keeping the complete dependence onm andM the result is

I D 1

2
�
�
1 � "

2

�
�
� "
2

� m�" �M�"
M 2 �m2

: (2.16)

The result clearly displays the low-energy and the high-energy part. Expanding in
one region, one loses the other part and the full integral is recovered after adding the
two contributions. Even though we integrate twice over the full integration domain,
there is no double counting, since the two pieces scale differently: the low-energy
integrals can never produce a term M�" since they depend analytically on the large
scale, and vice-versa.

To demonstrate directly from the integral that there is indeed no double counting,
let us now see what happens if we insist in restricting the integration domain of the
low- and high-energy region integrals when using dimensional regularization. The
integral in the low-energy region would become in this case

Iƒ.I / D
Z ƒ

0

dk k�"
k

.k2 Cm2/M2

�
1 � k2

M2
C k4

M4
C � � �

�

D
�Z 1

0

dk �
Z 1
ƒ

dk

�
k�"

k

.k2 Cm2/M2

�
1 � k2

M2
C k4

M4
C � � �

�

D I.I / � R.I/ : (2.17)
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The first integral in the second line of the equation above is the same as the one in
Eq. (2.12). In the integrand of R.I/, which depends on the cutoffƒ, one can use the
fact that k � ƒ� m2 to expand in the small m limit:

R.I/ D
Z 1
ƒ

dkk�"
k

.k2 Cm2/M2

�
1 � k2

M2
C � � �

�

D
Z 1
ƒ

dkk�"
k

k2M2

�
1 � m

2

k2
� k2

M2
C � � �

�
: (2.18)

For the remainder part R.I/, we thus have performed two expansions. First the low-
energy expansion, which is equivalent to expanding the integrand in the limitM !
1. Then we have expanded the result around m ! 0, which is equivalent to the
high-energy expansion. At this point it is sufficient to observe that for dimensional
reasons the integrals in the equation above must behave as follows

Z 1
ƒ

dk kn�" � ƒnC1�" : (2.19)

So the cutoff pieces scale as fractional powers of the cutoff. Since the ƒ dependent
terms must cancel out completely in the calculation of I , one can as well drop the
ƒ dependent integrals from the start. Therefore, when regulating divergences by
means of dimensional regularization one can integrate over the complete integration
domain, in this case k 2 Œ0;1�.

We can explicitly verify that the cutoff pieces vanish if we also consider the
high-energy integral I.II/ in Eq. (2.13) with a lower cutoff ƒ on the integration.
Proceeding in the same way as before, we can rewrite the high-energy integral as
the expanded integral without a cutoff and a remainder which depends on the cutoff

R.II/ D
Z ƒ

0

dkk�"
k

k2.k2 CM2/

�
1 � m

2

k2
C � � �

�

D
Z ƒ

0

dkk�"
k

k2M2

�
1 � m

2

k2
� k2

M2
C � � �

�
: (2.20)

In this remainder, we have again expanded the integrand in both the limit of small
m and also in the limit of large M , but in the opposite order as in R.I/. However,
the two expansions commute so that the integrands of R.I/ and R.II/ are identical.
Adding up the two pieces, we find that

R D R.I/ CR.II/ D
Z 1
0

dkk�"
k

k2M2

�
1 � m

2

k2
� k2

M2
C � � �

�
: (2.21)

This is manifestly independent of the cutoff. It is also manifestly zero, because
it is given by a series of scaleless integrals. In the context of SCET, the overlap
contributionR is usually referred to as the “zero-bin” contribution [3], a name which
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will become clear when we discuss the label formalism in Sect. 4.9. There are two
ways of obtaining the full overlap R. One can either expand the integrand of the
high-energy integral I.II/ around the low-energy limit, or the integrand of the low-
energy integral I.I / around the high-energy limit. Since the overlap is obtained by
expanding the single-scale integrals I.I / or I.II/ it is given by scaleless integrals
which vanish in dimensional regularization.

2.2 The Sudakov Problem

The example considered in the previous section has the purpose of bringing to the
attention of the reader some general features that one encounters when dealing with
the expansion of Feynman diagrams occurring in physical processes. The general
strategy to obtain the expansion of a given Feynman integral in a given kinematic
limit is the following [2]:

1. Identify all regions of the integrand which lead to singularities in the limit under
consideration,

2. Expand the integrand in each region and integrate each expansion over the full
phase space.

3. Add the result of the integrations over the different regions to obtain the
expansion of the original full integral.

In order for the procedure to work, it is necessary to make sure that all of the
expanded integrals are properly regularized. Sometimes dimensional regularization
alone is not sufficient to regularize the integrals in every region, and one might
need to employ additional analytic regulators or to perform subtractions. Below,
we will discuss the massive Sudakov form factor, which is an example where this
is necessary. It is also important to consider each region only once to avoid double
counting. As stated above, one needs to identify all regions of integration which lead
to singularities. Often, this is a simple task and the regions which one encounters
at one loop are the same which are relevant at higher order. However, there are
examples in which new regions must be added to the list when increasing the number
of loops present in the diagram [4]. We also stress that there is so far no general proof
that the above procedure always produces the correct result. Recent work towards
such a proof can be found in [5].

We want now to consider the simplest possible example, a one loop vertex where
we neglect complications related to the spin of the particles, since the momentum
regions that one finds in the calculation of the tensor integrals are the same that
one finds in the calculation of the scalar integral considered below. With reference
to Fig. 2.1, the vertex correction requires the evaluation of the following Feynman
integral (all the internal propagators are considered massless):

I D i��d=2�4�d
Z
ddk

1

.k2 C i0/ Œ.k C l/2 C i0� Œ.k C p/2 C i0� ; (2.22)
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Fig. 2.1 One-loop vertex
corrections. The Feynman
diagram is here shown in
terms of fermions and
photons, however, the spin
structure is neglected in this
section

where d D 4 � 2" is the dimensional regulator. The ’t Hooft scale � has been
introduced to make the mass dimension of I independent of the value of d . We
introduce the following notation:

L2 	 �l2 � i0 ; P 2 	 �p2 � i0 ; Q2 	 �.l � p/2 � i0 : (2.23)

The goal is to calculate the integral in Eq. (2.22) in the limit in which L2 � P2 �
Q2 that is, in the case in which the external legs carrying momenta l and p have
large energies but small invariant masses.

Before going any further, we now need to introduce some basic notation used in
SCET. We choose two light-like reference vectors in the direction of the momenta
p and l in the frame in which1 EQ D 0:

n� D .1; 0; 0; 1/ and Nn� D .1; 0; 0;�1/ : (2.24)

It is immediate to verify that

n2 D Nn2 D 0 ; and n � Nn D 2 : (2.25)

Any vector can be then decomposed in a component proportional to n, a part
proportional to Nn, and a remainder perpendicular to both

p� D .n � p/ Nn
�

2
C . Nn � p/n

�

2
C p�? 	 p�C C p�� C p�? : (2.26)

Splitting the vectors into their light-cone components is useful to organize the
expansion, since the different components scale differently. For the square of the
vector p one then finds

p2 D .n � p/. Nn � p/C p2? ; (2.27)

1In this lectures we employ the “mostly minuses” metric, and the components of a generic four-
vector x� are .t; x; y; z/.
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while the scalar product between two vectors p and q becomes

p � q D pC � q� C p� � qC C p? � q? : (2.28)

In the following we will often identify a vector by means of its components in
the n, Nn, and ? basis, with the notation

p� D . n � p„ƒ‚…
“C comp.”

; Nn � p„ƒ‚…
“� comp.”

; p
�

?/ : (2.29)

We warn the reader that in certain situations it is convenient to employ the scalar
quantities pC 	 n �p and p� 	 Nn �p, which should not be mixed up with the related
vector quantities p�˙ introduced above. In the following we explicitly indicate what
we mean by the symbols p˙ whenever the notation can give rise to ambiguities.

We now introduce an expansion parameter 	 which vanishes in the limit in which
we are interested in:

	2 � P2

Q2
� L2

Q2
; and p2 � l2 � 	2Q2 : (2.30)

We choose the reference vectors in the directions of large momentum flow p� �
Qn�=2 and l� � Q Nn�=2. The components of p and l will then typically scale as
follows

p� � �	2; 1; 		Q ; and l� � �1; 	2; 		Q ; (2.31)

but the scaling is not completely unique. We could, for example, choose the
reference vector n� such that the perpendicular components of p� are zero, which
is compatible with Eq. (2.31), but also with

�
1; 	2; 	n

	
Q for any n > 1. However,

when computing the loop diagram via the strategy of regions, one finds that only
scalings k� � .	a; 	b; 	c/Q, with a C b D 2c are important. For c > 0, these
describe particles which go on shell as 	! 0. In later sections, we will see that the
corresponding propagators are associated with particles in the low-energy theory.
Specifically, upon expanding the integrals, one finds that only the following four
regions give non-vanishing contributions:

• Hard Region (denoted by h in the following) where the components of the
integration momentum scale as k� � .1; 1; 1/Q,

• Region Collinear to p (denoted by c) where k scales as k� � .	2; 1; 	/Q,
• Region Collinear to l (denoted by Nc) where k scales as k� � .1; 	2; 	/Q,
• Soft Region (denoted by s) where k scales as k� � .	2; 	2; 	2/Q.

All of the other possible scalings of the integration momentum, of the form k� �
.	a; 	b; 	c/Q and with a; b; c not matching one of the four cases listed above, give
rise upon expanding to scaleless integrals only, and therefore they do not contribute
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Fig. 2.2 Chart of regions and scales involved in the calculation. Q indicates the hard scale, M
the scale characterizing collinear physics, and M2=Q the soft scale. SET stands for Soft Effective
Theory

to the final result. In SCET, each low-energy region listed above is represented by a
different field; the situation is schematically illustrated in Fig. 2.2.

In the following, we will compute the contribution of each of the non-vanishing
regions in turn, but it is instructive to start by considering an example of a scaling
which does not contribute for the case of the form factor, namely a soft scaling
k� � .	; 	; 	/Q, which we will call semi-hard in order to distinguish it from
the standard soft region, whose components scale as 	2. The expansion of the
propagator denominators takes the form

.k C l/2 D
O.	2/‚…„ƒ
k2 C2.

O.	3/‚…„ƒ
kC � l�C

O.	/‚…„ƒ
k� � lCC

O.	2/‚…„ƒ
k? � l?/C

O.	2/‚…„ƒ
l2 D 2k� � lC CO.	2/ ;

(2.32)

and analogously

.k C p/2 D 2kC � p� CO.	2/ ; (2.33)

after which the hypothetical semi-hard contribution becomes

Ish D i��d=2�4�d
Z
ddk

1

.k2 C i0/ .2k� � lC C i0/ .2kC � p� C i0/ : (2.34)

This integrals vanishes: Ish D 0; the explicit calculation is performed in
Appendix B.3.2 As an exercise, we invite the reader to show that also the Glauber
region k� � .	2; 	2; 	/Q gives a vanishing contribution to the form factor integral.

It is interesting to observe that in the soft region the square of a four momentum
is proportional to 	4:

p2s � 	4Q2 � L2P 2

Q2
: (2.35)

2The calculation proceeds through the same steps as the evaluation of the soft integral when the
external legs are put on-shell, Ish D Is.p

2 D 0; l2 D 0/ D 0, which also vanishes, as discussed
below.
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The momenta scaling as 	4 are often called ultra soft in the literature to distinguish
them from the semi-hard modes scaling as p2 � 	2. Such modes contribute for
example in exclusive B-decays and also in observables which are sensitive to small
transverse momenta, such as transverse momentum spectra of electroweak bosons.
The relevant theory in the presence of soft modes with p2 � 	2 is usually called
SCETII. The effective Lagrangian we construct here is also called SCETI. More
important than the naming scheme is the basic fact that one always needs to check
which momentum modes arise in a given problem, and then include all relevant ones
in the effective Lagrangian. What is interesting about the presence of an ultra-soft
contribution, is that it implies the loop diagrams involve a scale which is smaller
than the invariants which can be formed by the external momenta. For example
this implies that jet-production processes can involve non-perturbative physics, even
when the invariant masses of the jets are perturbative.

In order to determine the integral that one needs to evaluate when the integration
momentum is considered hard, we consider the way in which the terms in the
propagators in Eq. (2.22) scale. Clearly k2 � 	0Q2; for the other two propagators
one finds

.kCl/2 D
O.1/‚…„ƒ
k2 C2.

O.	2/‚…„ƒ
kC � l�C

O.1/‚…„ƒ
k� � lCC

O.	/‚…„ƒ
k? � l?/C

O.	2/‚…„ƒ
l2 D k2C2k� �lCCO.	/ ;

(2.36)

and, similarly

.k C p/2 D k2 C 2kC � p� CO.	/ : (2.37)

The contribution of the hard region to the integral I is therefore given by

Ih D i��d=2�4�d
Z
ddk

1

.k2 C i0/ .k2 C 2k� � lC C i0/ .k2 C 2kC � p� C i0/ I
(2.38)

it coincides with the form factor integral with on shell external legs (i.e. calculated
by setting p2 D l2 D 0 from the start). The integral evaluates to

Ih D �.1C "/
2lC � p�

�2.�"/
�.1 � 2"/

�
�2

2lC � p�
�"

D �.1C "/
Q2

�
1

"2
C 1

"
ln
�2

Q2
C 1

2
ln2

�2

Q2
� �

2

6

�
CO ."/ : (2.39)

The poles in " are of infrared origin. The detailed calculation of Ih can be found in
Appendix B.1.
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In the region collinear to p the integration momentum scales as k� �
.	2; 1; 	/Q. In this region k2 � 	2Q2, while

.k C l/2 D 2k� � lC CO.	2/ ; .k C p/2 D O.	2/ : (2.40)

The collinear region integral is obtained by keeping only the leading term in each
propagator

Ic D i��d=2�4�d
Z
ddk

1

.k2 C i0/ .2k� � lC C i0/ Œ.k C p/2 C i0�

D ��.1C "/
2lC � p�

�2.�"/
�.1 � 2"/

�
�2

P 2

�"

D �.1C "/
Q2

�
� 1
"2
� 1
"

ln
�2

P 2
� 1
2

ln2
�2

P 2
C �2

6

�
CO."/ : (2.41)

The calculations leading to the above result are collected in Appendix B.2. We
observe that the integral scales as P�2" . The calculation of the integral in the region
collinear to l is identical to the calculation of the integral in the region collinear to
p, Eq. (2.41), except that one needs to replace P2 with L2 in the final result.

In the soft region all of the components of the integration momentum are
proportional to 	2, therefore

k2 D O.	4/ ; .kCl/2 D 2k
�

�l
C

Cl2CO.	3/ ; and .kCp/2 D 2k
C

�p
�

Cp2CO.	3/ ;
(2.42)

and therefore the integral in the soft region is

Is D i��d=2�4�d
Z
ddk

1

.k2 C i0/ .2k� � lC C l2 C i0/ .2kC � p� C p2 C i0/

D �� .1C "/
2lC � p� �."/
 .�"/

�
2lC � p��2
L2P 2

�"

D �.1C "/
Q2

�
1

"2
C 1

"
ln
�2Q2

L2P 2
C 1

2
ln2

�2Q2

L2P 2
C �2

6

�
CO ."/ : (2.43)

The poles in the last line of Eq. (2.43) are of ultraviolet origin. As expected,
the result depends on the “new” soft scale ƒ2

soft � P2L2=Q2. Further details on
the calculation of Is can be found in Appendix B.3.

Following [3], many SCET papers worry about the overlap of the soft and
collinear regions. To ensure that there is no double counting, they subtract from
the collinear contribution Ic its “zero-bin contribution”. This zero-bin contribution
is obtained by expanding the collinear integrand around the soft limit. This is
completely analogous to the contribution R in Eq. (2.21), which was obtained by
expanding the high-energy integrand around the low-energy limit. As in the case
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of R, this overlap contribution is given by scaleless integrals and vanishes in
dimensional regularization. Since both the soft and collinear integrals only depend
on a single scale (P2 for the collinear integrals,ƒ2

soft for the soft integrals), one is left
with scaleless integrals if one performs any further expansions of the integrands.
Therefore, if the integrands are systematically expanded in the different regions, one
never needs to include zero-bin subtractions in dimensional regularization. If, on the
other hand, higher-power terms are not systematically expanded away, one may end
up with non-zero overlap contributions, which would then need to be subtracted
to avoid double counting. The reader interested in a more detailed discussion of
overlap contributions in loop integrals can consult [5]. Examples in which non-
vanishing zero-bin contributions were encountered in SCET include computations
which involve low-mass jets, defined with a jet-algorithm [6–8]. In these cases,
the soft and collinear phase-space integrals depend on jet algorithm parameters
and contain several scales. This also complicates resummation: in the presence of
several scales in the individual functions, one can end up with large logarithms
which cannot be resummed by RG evolution. The presence of non-vanishing zero-
bin contributions indicates that a full scale separation has not yet been achieved and
one should then ask the question whether an effective theory can be constructed
which achieves complete scale separation.

One can now sum the results obtained in the different regions to obtain what
was the original goal of the calculation: an analytic expression for the integral in
Eq. (2.22) in the limit in which L2 � P2 � Q2. One finds

Ih D � .1C "/
Q2

�
1

"2
C 1

"
ln
�2

Q2
C 1

2
ln2

�2

Q2
� �

2

6
CO.	/

�

Ic D � .1C "/
Q2

�
� 1
"2
� 1
"

ln
�2

P 2
� 1
2

ln2
�2

P 2
C �2

6
CO.	/

�

I
Nc D � .1C "/

Q2

�
� 1
"2
� 1
"

ln
�2

L2
� 1
2

ln2
�2

L2
C �2

6
CO.	/

�

Is D � .1C "/
Q2

�
1

"2
C 1

"
ln
�2Q2

L2P 2
C 1

2
ln2

�2Q2

L2P 2
C �2

6
CO.	/

�

I	IhCIcCINcCIs D 1

Q2

�
ln
Q2

L2
ln
Q2

P 2
C �2

3
CO.	/

�
: (2.44)

The final result does not depend on the dimensional regulator " and the reader is
invited to check that it coincides with the one that would be obtained by evaluating
directly the integral in Eq. (2.22) and then expanding the result in the 	 ! 0 limit.
We stress the fact that the infrared divergences found in the hard region cancel out
against the ultraviolet divergences found in the soft and collinear region. This feature
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is general and requires a non trivial interplay of the logarithms found in the various
integrals:

� 1
"

ln
�2

P 2
� 1
"

ln
�2

L2
C 1

"
ln
�2Q2

L2P 2
D �1

"
ln
�2

Q2
: (2.45)

The requirement that infrared divergences of the hard region should cancel against
the ultraviolet divergences of the soft and collinear regions leads to constraints that
must be satisfied by the infrared pole structure of a generic amplitude. This aspect
will be further discussed in Chap. 8.

2.3 The Massive Sudakov Problem and the Collinear
Anomaly

For some observables the simple separation of the integral in hard, soft, and collinear
regions breaks down because the different momentum regions are not well defined
if one does not introduce additional regulators on top of dimensional regularization.
This problem is referred to as the Collinear Anomaly in [9] and appears for example
in processes with high momentum transfers and small but non negligible masses,
such as in the resummation of electroweak Sudakov logarithms [10, 11], and in
observables sensitive only to transverse momenta such as the transverse momentum
spectrum in Drell-Yan scattering [9] or in jet broadening [12, 13].

To illustrate this kind of situation we consider again the diagram in Fig. 2.1 but
this time we assume that the virtual particle which carries momentum k has a mass
m, such that m2 � 	2Q2 � 	4Q2. If the virtual momentum k is soft (k2 � 	4Q2),
the propagator carrying momentum k has the following expansion

1

k2 �m2
D � 1

m2

�
1 � k2

m2
C � � �

�
: (2.46)

The relevant integral for the soft region is then

Is D �i��d=2�4�d
Z
ddk

1

.m2 � i0/ .2k� � lC C l2 C i0/ .2kC � p� C p2 C i0/ ;
(2.47)

and it can be proven that the above integral vanishes (see Appendix B.3). One could
then conclude that the complete integral is given by the sum of the hard region
and the two collinear regions. Also, one could naively expect that the collinear
integrals depend only on collinear scales such as the squared momenta l2 andp2 and
the squared mass. However, this cannot be the case, since the hard region integral
will have an infrared pole multiplied by a logarithm of the hard scale Q, and this
infrared divergence must cancel in the final result. This apparent contradiction can
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be resolved after observing that the collinear integrals are not well defined unless
one uses an additional regulator on top of dimensional regularization.

The simplest way to proceed consists in employing Analytic Regulators [14]; the
complete integral can be written as

I D i��d=2�4�d
Z
ddk

.��2/˛
.k2 �m2 C i0/Œ.k C l/2 C i0�Œ.k C p/2 C i0�1C˛ ;

(2.48)

where the power ˛ is the analytic regulator which will be sent to zero at the end of
the calculation, while � is the ’t Hooft scale associated to the analytic regulator. One
could introduce a second analytic regulator for the collinear leg carrying momentum
l ; however, this is not necessary in our case. The complete integral I , as well as the
hard region integral Ih are well defined also if the analytic regulator is not present.
On the other hand, the two collinear region integrals show poles for ˛ ! 0 which
cancel in their sum. The two collinear integrals are

Ic D i��d=2�4�d
Z
ddk

.��2/˛
.k2 �m2 C i0/ .2k� � lC C i0/ Œ.k C p/2 C i0�1C˛

;

I Nc D i��d=2�4�d
Z
ddk

.��2/˛
.k2 �m2 C i0/ Œ.k C l/2 C i0� Œ2kC � p� C i0�1C˛

:

(2.49)

At this stage, we set p2 D l2 D 0 for simplicity. The calculation of the two collinear
integrals gives (see Appendix B.4 for the details of the calculation)

Ic D � .1C "/
Q2

�
�2

m2

�" �
�2

m2

�˛ �
1

˛"
� 1

"2
C �2

3
CO.˛; "/

�
;

I Nc D � .1C "/
Q2

�
�2

m2

�" �
�2

Q2

�˛ �
� 1
˛"
C �2

6
CO.˛; "/

�
: (2.50)

In the sum of the two contributions the dependence on ˛ and � cancels:

Ic C I Nc D � .1C "/
Q2

"
� 1
"2
� 1
"

ln
�2

Q2
� ln

�2

m2
ln
�2

Q2
C 1

2
ln2

�2

m2
C �2

2

#
:

(2.51)

In order to obtain the complete result it is now sufficient to add the contribution of
the hard region integral in Eq. (2.38):

Ic C I Nc C Ih D � .1C "/
Q2

"
1

2
ln2

m2

Q2
C �2

3

#
; (2.52)
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which is indeed the correct result for the integral in Eq. (2.48). It is important
to remember that, since the original integral is only independent of the analytic
regulator for nonzero ", in order to have a result independent of the analytic regulator
one needs to send the analytic regulator to zero before expanding in ".

The collinear integrals before the introduction of the analytic regulator are ana-
lytic functions of Q, and therefore they cannot give rise to logarithmic dependence
on Q. The use of analytic regularization breaks this property, and in spite of the
fact that the analytic regulator ˛ can be sent to zero after the two collinear region
integrals are summed, the property is not recovered. Consequently, the final result
depends on a logarithm of Q. This anomaly is not an anomaly of the full theory,
but only an anomaly of the effective theory performing the region separation,
which, as it will be shown in the following section, is SCET. This breakdown
of naive factorization was observed earlier and called Factorization Anomaly by
M. Beneke [15].

The consequences of the collinear anomaly for the factorization of hard and
collinear contributions in scattering processes will be discussed in Sect. 4.7.
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Chapter 3
Scalar SCET

We now construct an effective field theory whose Feynman rules directly yield the
hard, collinear, and soft integrals for the Sudakov form factor that were considered
in the previous section. Initially we restrict our discussion to the case of a scalar
�3 theory. The procedure outlined in the following will be applied to QCD in
Chap. 4; however, since the different components of the quark and gluon fields scale
differently, the effective Lagrangian derived from QCD will look more complicated
than the one that we will derive in this section for a scalar theory.

3.1 The Scalar SCET Lagrangian

The starting point of our discussion is the Lagrangian

L .�/ D 1

2
@��.x/@

��.x/� g

3Š
�3.x/ ; (3.1)

where � is the scalar field and g the coupling constant of the theory. In order to
derive the SCET effective Lagrangian needed for the calculation of the Sudakov
form factor in this theory, one needs to split the scalar field in the sum of a field
collinear to the momentum p, a field collinear to the momentum l , and a soft field:

�.x/! �c.x/C � Nc.x/C �s.x/ : (3.2)

It was not necessary to introduce in the sum above a field for the hard region,
since these contributions are absorbed into the prefactors of the operators built
from soft and collinear fields. These prefactors are called Wilson coefficients and
are the coupling constants of the effective theory. By writing down the most general
set of operators and by adjusting their Wilson coefficients, one reproduces the full
theory, as explained in detail below. When constructing the effective Lagrangian,
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we assume that the momenta of the different fields scale in the proper way. For the
construction to make sense, it is important that the external momenta are chosen
properly. For example, one must choose the external momentum flowing into a soft
field to be soft.

By splitting each one of the fields according to Eq. (3.2), the original Lagrangian
can be written as the sum of four terms:

L.�/ D L .�c/„ƒ‚…
�Lc

CL .� Nc/„ƒ‚…
�L
Nc

CL .�s/„ƒ‚…
�Ls

CLcCs .�c; � Nc ; �s/ : (3.3)

The first three terms on the r.h.s. of the equation above are simply copies of the
original Lagrangian, where all the fields are either collinear to p, collinear to l , or
soft. The fourth term in Eq. (3.3) describes the interaction of collinear and soft fields

LcCs .�c; � Nc; �s/ D �g
2
�c
2�s � g

2
� Nc2�s ; (3.4)

which gives rise to the interaction vertices shown in Fig. 3.1. At first sight, it looks
like there should be many additional interaction terms, but the interactions between
the fields which do not appear in Eq. (3.3) are forbidden by momentum conservation,
as it is shown in Fig. 3.2.

As a last step, one needs to expand each interaction term in the small momentum
components. This procedure is called derivative (or multipole) expansion [1].
Consider the Fourier transform of the fields in a given interaction term;

Z
ddx�2c .x/�s.x/ D

Z
ddx

Z
ddp1

.2�/d

Z
ddp2

.2�/d

Z
ddps

.2�/d
Q�c.p1/ Q�c.p2/ Q�s.ps/


 e�i.p1Cp2Cps/�x ; (3.5)

where the tilde indicates the transformed fields. If, as we assumed, the momenta p1
and p2 are collinear to p, while ps is soft, the sum of the three momenta scales as

p
�
1 C p�2 C p�s �

�
	2; 1; 	

	
Q : (3.6)

Fig. 3.1 Interaction vertices
generated from the
Lagrangian LcCs
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Fig. 3.2 Interaction forbidden by momentum conservation

Consequently the components of x must scale as

x� �
�
1;
1

	2
;
1

	

�
1

Q
: (3.7)

If one now considers the fact that all of the components of the soft momentum scale
as 	2, one finds that

ps � x D .ps/C � x�„ ƒ‚ …
O.1/

C .ps/� � xC„ ƒ‚ …
O.	2/

C .ps/? � x?„ ƒ‚ …
O.	/

: (3.8)

Since the derivatives of the soft field scale as the components of the soft momentum,
the Taylor expansion of the soft field around the point x�� D .x � Nn/n�=2 is

�s.x/ D �s.x�/C x? � @?�s.x�/„ ƒ‚ …
O.	/

CxC � @��s.x�/„ ƒ‚ …
O.	2/

C1
2

�
x�?x�?@�@��s.x�/„ ƒ‚ …

O.	2/

�

CO.	3/ : (3.9)
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Consequently, up to first order in 	, the interaction term between the collinear and
soft field can be rewritten as

Z
ddx �2c .x/�s.x/ D

Z
ddx �2c .x/�s.x�/CO.	/ : (3.10)

Note that the expanded Lagrangian is only translation invariant up to terms of higher
order in 	. An alternative to the position-space formalism used here and throughout
this introduction is to treat the large momentum components as labels on the fields,
see Sect. 4.9.

The leading power scalar SCET Lagrangian has then the following form

Leff D 1

2
@��c.x/@

��c.x/ � g

3Š
�3c .x/C

1

2
@�� Nc.x/@�� Nc.x/ � g

3Š
�3Nc .x/

C1
2
@��s.x/@

��s.x/ � g

3Š
�3s .x/ �

g

2
�2c .x/�s.x�/ �

g

2
�2Nc .x/�s.xC/ :

(3.11)

3.2 Matching Procedure and Current Operator

In an effective theory, the hard contributions lead to matching corrections. The pro-
cedure which allows us to take the hard corrections into account is the following:

1. Write down the most general form of the Lagrangian, including all the operators
which are compatible with the symmetry of the theory, each one of which will
be multiplied by an arbitrary coefficient. These are called Wilson coefficients.

2. Calculate a given interaction process both in the full theory and in the effective
theory.

3. Adjust the values of the Wilson coefficients in such a way that the results obtained
in the full and in the effective theory coincide.

In general, such matching corrections modify the effective Lagrangian. However,
for the case of SCET, it turns out that only the operators which involve collinear
fields in different directions get matching. For example, in order to describe the
Sudakov form factor, we introduce an external current coupling to two scalar fields

(3.12)

and consider the current at large momentum transfer. In the following, we first
explain why the matching corrections are absent for the Lagrangian derived in the
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last section and then compute them for the current operator, which will involve
collinear fields in both directions.

To allow for the presence of matching corrections in the Lagrangian, we
introducing Wilson coefficients which multiply the interaction terms in Eq. (3.11);
in particular the term involving three c fields will become

� g
3Š
�3c .x/! �

g

3Š
C�3c .x/ 	 �

g

3Š

�
1C g2C .1/ C g4C .2/ C � � � 	 �3c .x/ : (3.13)

In order to fix the coefficientC .1/ one requires that the corrections of order g2 to the
interaction of three scalar fields are the same in the full theory and in the effective
theory. In the full theory these corrections coincide with the one loop corrections to
the �3 vertex, while in the effective theory one finds contributions originating from
one loop graphs and contributions proportional to C .1/. One obtains the following
diagrammatic equation

(3.14)

where all the external legs have momenta collinear to p, blue lines indicate collinear
fields in the effective theory, while red lines indicates the soft � field in the effective
theory. The dots in Eq. (3.14) indicate two additional diagrams which can be
obtained from the second diagram by moving the internal soft line in the other two
possible positions. Note that the first diagram on the right-hand side of Eq. (3.14)
is identical to the original loop integral on the left-hand side of the equation. A
non-zero one-loop matching coefficient would therefore only be needed to remove
the contributions from the loops which involve a soft particle and have no analogue
in the full theory. Fortunately, these additional one-loop diagrams all vanish, since
the soft scale is only non-zero when both collinear and anti-collinear momenta are
present. The matching coefficient therefore vanishes, i.e. C .1/ D 0. An even simpler
way to see that no matching is necessary for purely collinear diagrams is to choose
all external momenta p�i in a single direction p�i / p�, with an on-shell momentum
p2 D 0. In this case all loop integrals in Eq. (3.14) are scaleless, since they do not
have internal masses and all of the scalar products that can be generated with the
external-leg momenta will be proportional to the square of the momentum p, which
vanishes. Since in dimensional regularization scaleless integrals evaluate to zero, we
can immediately conclude that the one loop matching condition is C .1/ D 0. This
argument also applies if one considers higher loops; we can conclude that C D 1 to
all orders in perturbation theory. The same kind of reasoning can be applied to all
of the interaction terms appearing in Eq. (3.11).
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While the terms appearing in the Lagrangian in Eq. (3.11) do not receive
matching corrections, the terms originating from the current operator J do. The
most general form that the current operator can have in the effective theory is

J D J2 C J3 C � � � D C2�c� Nc C C3

2Š

�
�2c� Nc C �c�2Nc

	C � � � ; (3.15)

where the subscript in Ji and Ci indicates the number of fields involved in the
corresponding operator. In addition to operators with multiple fields, one should
also consider operators involving derivatives on the fields. As it was shown above,
the projection of the derivative of the collinear field in a given direction scales as the
corresponding component of the momentum, therefore

n � @�c.x/ � 	2�c.x/ ; @
�

?�c.x/ � 	�c.x/ ; Nn � @�c.x/ � 	0�c.x/ ; (3.16)

and similarly

Nn � @� Nc.x/ � 	2� Nc.x/ ; @
�

?� Nc.x/ � 	� Nc.x/ ; n � @� Nc.x/ � 	0� Nc.x/ : (3.17)

The derivatives Nn � @�c and n � @� Nc are not power suppressed, because the collinear
fields carry large energies in these directions. Even at leading power in 	, one needs
to allow for the insertion of an arbitrary number of this kind of derivatives in the
current operators in the effective theory. The expansion of a collinear field along the
direction associated with the large momentum component can be written in terms
of an infinite sum over the non-power suppressed derivatives

�c.x C t Nn/ D
1X
iD0

t i

i Š
. Nn � @/i�c.x/ : (3.18)

Therefore, to include terms with arbitrarily high derivatives is equivalent to allowing
non-locality of the collinear fields along the collinear directions. For example, the
operator J2 in Eq. (3.15) can be written as

J2.x/ D
Z

dsdtC2.s; t; �/ �c .x C s Nn/ � Nc .x C tn/ ; (3.19)

the SCET operators are thus non-local along light-cone directions corresponding
to large energies. The non-locality of the operators in position space is reflected in
the dependence of the Wilson coefficients on the large energy scales present in the
problem. In fact, the Fourier transform of the coefficient C2.s; t/ will be

QC2 . Nn � p ; n � l; �/ D
Z

dsdt eis Nn�pe�itn�lC2.s; t; �/ : (3.20)
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To be precise, we have indicated that the Wilson coefficient C2.s; t; �/ will depend
on the renormalization scale. This dependence is governed by a renormalization
group equation and can be used to perform resummation as we will show later. The
function QC2 must be expanded in powers of the coupling constant g as follows

QC2 D QC .0/
2 C g2 QC .1/

2 C g4 QC .2/
2 C � � � : (3.21)

One can immediately see that the simple matching condition at order g0 leads to the
relation QC .0/

2 D 1. At this stage it is possible to write the matching equation which
allows us to fix the value of QC2 at order g2

(3.22)

The momenta p and l are both on-shell, and the diagram on the l.h.s. of the equation
above coincides with the hard region integral introduced in Chap. 2. On the r.h.s.
of the matching equation, one should also include the contribution of the one-
loop diagram with an internal soft leg multiplied by QC .0/

2 ; however, that integral
corresponds to the soft region integral calculated in the previous section, but with
on-shell external legs. The latter vanishes in dimensional regularization if one sets
p2 D l2 D 0 from the start, as it is shown in Appendix B.3.

We now want to match the Feynman diagrams involving a current operator, two
collinear fields of the type Nc, and one collinear field of the type c to the effective
theory at the lowest order in the coupling constant. The relevant diagrammatic
equation is

(3.23)

The diagrams on the l.h.s. of the Eq. (3.23) are easily evaluated, since they involve
only single propagators carrying momenta

.p � l2/2 D �2p � l2 CO �	2	 D � .n � l2/ . Nn � p/CO �	2	 (3.24)

and .l1 C l2/2. Since QC .0/
2 D 1, the first diagram on the l.h.s. and the first diagram

on the r.h.s. of Eq. (3.23) give identical contributions and drop out of the equation.
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The value of the coefficient QC .0/
3 is therefore determined by the second diagram on

the l.h.s. of Eq. (3.23):

QC .0/
3 .n � l1; n � l2; Nn � p;�/ D g

� .n � l2/ . Nn � p/C i0 : (3.25)

What is the form of the operator giving rise to the Wilson coefficient QC3 in
the effective Lagrangian? Using the correspondence p� $ i@� (for an incoming
momentum), we see that the Wilson coefficient originates from terms involving
inverse derivatives on the effective theory fields:

g

� .n � l2/ . Nn � p/C i0  ! �g
�

1

Nn � @�c
��

1

n � @� Nc
�
� Nc : (3.26)

The two derivatives scale both like 	0Q and therefore the current operator J3 is
suppressed by a factor 1=Q2. The presence of an inverse derivative is at first sight
disturbing, but it is again an effect of the non-locality mentioned above. Observe
that the inverse derivative of a field can be written as an integral

i

in � @C i0C �.x/ D
Z 0

�1
ds�.x C sn/ I (3.27)

in fact the relation above can be checked by applying the derivative to the r.h.s.

n�
Z 0

�1
ds @��.x C sn/ D n�

Z 0

�1
ds

1

n�
@

@s
�.x C sn/ D �.x C sn/j0�1 D �.x/ :

(3.28)

Note that Eq. (3.27) implies an infinitesimal imaginary part in the operator on the
l.h.s., see Appendix C for details.

It is a characteristic feature of SCET that the operators are non-local along the
directions of large light-cone momentum. In general, in order to write down the most
general SCET operators, one smears the fields along the light cone. Therefore the
current operator in the full theory, which is quadratic in the fields, will be replaced
as follows

J D C�2.x/ D J2.x/C J3.x/C � � � ; (3.29)

where the operator J2 has the form shown in Eq. (3.19), while

J3.x/ D
Z C1
�1

ds
Z C1
�1

dt1

Z C1
�1

dt2 C3.s; t1; t2; �/


�c.x C s Nn/� Nc.x C t1n/� Nc.x C t2n/C .c $ Nc/ : (3.30)
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The result for the position space Wilson coefficients is given by

C2.s; t; �/ D ı.s/ı.t/CO.g2/ ;
C3.s; t1; t2; �/ D g�.�s/ı.t1/�.t2/CO.g3/ ; (3.31)

which can be verified by carrying out the Fourier integrals

QC .0/
2 D

Z C1
�1

ds
Z C1
�1

dteis Nn�pe�itn�l ı.s/ı.t/ D 1 ;

QC .0/
3 D g

Z C1
�1

ds
Z C1
�1

dt1

Z C1
�1

dt2e
is Nn�pe�it1n�l1e�it2n�l2�.�s/�.t2/ı.t1/

D g
Z 0

�1
ds
Z 1
0

dt2e
is Nn�pe�it2n�l2 D g

� . Nn � p/ .n � l2/ : (3.32)

The dependence of the functions Ci on s; t is equivalent to the dependence of the
coefficients QCi on the large energy scale in momentum space; the correspondence
between the two notations is given by

ı.s/$ 1 ; �.�s/$ 1

iQ
: (3.33)

3.3 Sudakov Form Factor in SCET

At this point all of the elements needed for the calculation of the one-loop correction
to the current operator in the �3 theory in the limit in which 	 ! 0 are available.
By employing the Feynman rules derived from the SCET Lagrangian one finds

(3.34)

It is perhaps useful to repeat that in the relation above the external squared momenta
p and l are small but not exactly equal to zero from the start as in the matching
calculation. By employing the expressions of the Wilson coefficients provided in
the previous sections it is possible to see that the four diagrams on the r.h.s. of
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Eq. (3.34) are the hard-region integral, the two collinear region integrals, and the
soft-region integral which were found with the strategy of regions. For example, let
us consider the third diagram on the r.h.s. of Eq. (3.34); one finds that

(3.35)

Similarly, one can prove that the fourth integral on the r.h.s. of Eq. (3.34) gives
rise to the integral in Eq. (2.43), simply by observing that the momentum in the
soft internal line scales like k2 � 	4 and therefore one must neglect k2 in the two
collinear propagators.

For order-by-order calculations, the direct application of the strategy of regions is
more efficient. However, SCET allows one to study all-order properties of scattering
amplitudes, such as factorization theorems. We discuss a factorization theorem
for the Sudakov form factor in the next section. Furthermore, the renormalization
group equations in the effective field theory can be employed to resum to all orders
large logarithms of the ratio p2=Q2 (where p represents here one of the collinear
momenta).

3.3.1 Factorization of the Sudakov Form Factor in d D 6

In this section we want to employ the SCET Lagrangian derived from the �3 theory
to prove a factorization theorem for the Sudakov form factor. In four dimensions, the
analysis is complicated by the fact that the coupling constant g is not dimensionless.
To avoid this problem, we will consider the theory in six dimensions. The action of
the theory in d dimensions is

S D
Z
ddx

�
1

2
@��.x/ @

��.x/ � g�3.x/
�
; (3.36)

which is dimensionless when setting „ D 1, as we do throughout this work. By
looking at the kinetic term, one can see that the mass dimension of the field is

Œ�� D d � 2
2
I Œ�� D 1 in d D 4 ; Œ�� D 2 in d D 6 : (3.37)

Similarly, by looking at the interaction term one can determine the mass dimension
of the coupling

Œg� D 6 � d
2
I Œg� D 1 in d D 4 ; Œg� D 0 in d D 6 : (3.38)
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At this stage, we want to study how the various fields in the effective theory scale
in terms of powers of 	 in d D 6. This will allow us to assign a power of 	 to any
operator in the effective theory to determine which parts of the effective Lagrangian
contribute at a given order; this process is called power counting. We consider now
the two-point correlator for collinear fields1

h0jT f�c.x/�c.0/g j0i �
Z

d6p„ƒ‚…
	6

e�ip�x„ƒ‚…
	0

i

p2„ƒ‚…
	�2

� 	4 ; (3.39)

and conclude that the collinear fields scale as �c � 	2. (In Eq. (3.39) and in what
follows, T indicates a time ordering.) One can carry out the same analysis by
considering the correlator of two soft fields (in this case all of the components of the
soft momentum scale as 	2)

h0jT f�s.x/�s.0/g j0i �
Z

d6p„ƒ‚…
	12

e�ip�x„ƒ‚…
	0

i

p2„ƒ‚…
	�4

� 	8 ; (3.40)

so that �s � 	4.
Next, we determine the scaling of each of the terms which appear in the effective

Lagrangian. Keeping in mind that the scaling of the integration measure is given by
the components of x, the conjugate variable to p, one finds

R
d6x 1

2
@��c.x/ @

��c.x/ � 1
	6

�
		2

	2 D 	0 ;
R
d6x 1

2
@��s.x/ @

��s.x/ � 1
	12

�
	2	4

	2 D 	0 ;
R
d6x g �3c .x/ � 1

	6

�
	2
	3 D 	0 ;

R
d6x g �3s .x/ � 1

	12

�
	4
	3 D 	0 ;

R
d6x g �2c .x/ �s.x/ � 1

	6

�
	2
	2
	4 D 	2 H) Suppressed :

(3.41)

The terms originating from the current operator J D �2 scale instead as follows

Z
d6xJ2.x/ /

Z
d6x �c.x/ � Nc.x/ � 1

	4
	2	2 D 	0 ; (3.42)

1We remind the reader that in Eq. (3.39) p is a collinear momentum in six dimension, where the
component in the collinear direction scales as 	0, the component anti-parallel to the collinear
direction scales as 	2 (as in the four dimensional case), and the four transverse directions scale
proportionally to 	.
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Combinations involving more fields are powers suppressed, as it can be seen below:

Z
d6x �2c .x/ � Nc.x/ �

1

	4

�
	2
	2
	2 D 	2 H) Suppressed ;

Z
d6x �c.x/ � Nc.x/ �s.x/ � 1

	4

�
	2
	2
	4 D 	4 H) Suppressed : (3.43)

Observe that the integration measure in Eqs. (3.42) and (3.43) scales as 1=	4

because both the plus and minus components of x� are of 	0, since they are
conjugate to a momentum which is a sum of l-collinear and p-collinear momenta.
Therefore d6x � .p?/�4 � 	�4.

In summary we conclude that

Z
d6x LSCET D

Z
d6x ŒLc C L Nc C Ls�CO �	2	 ; (3.44)

while for the current operator one finds

Z
d6x J.x/!

Z
d6x

Z
ds
Z

dtC.s; t; �/ �c .x C s Nn/ � Nc .x C tn/ CO �
	2
	
:

(3.45)

Since soft-collinear interactions are power suppressed, it is possible to obtain a
factorization theorem.

Let us consider the following correlator

G.p; l; �/ D
Z
d6x1

Z
d6x2 e

�ip�x1Cil�x2h0jT f�c.x1/J.0/� Nc.x2/g j0i

D
Z
d6x1

Z
d6x2 e

�ip�x1Cil�x2
Z

ds
Z

dtC.s; t; �/


h0jT f�c.x1/�c.s Nn/g j0ih0jT f� Nc.tn/� Nc.x2/g j0i ; (3.46)

Since the soft-collinear interactions are power suppressed, the fields �c and � Nc do
not interact with each other. Up to power suppressed terms, we now deal with two
separate theories and the matrix element in the first line reduces to a collinear matrix
element of the �c fields times a matrix element of the � Nc fields.

Translation invariance implies that

h0jT f�c.x1/�c.s Nn/g j0i D h0jT f�c.x1 � s Nn/�c.0/g j0i ; (3.47)

and a similar relation for the other time ordered product. One can then carry out the
following changes of variables in Eq. (3.46):

x1 ! x1 C s Nn ; and x2 ! x2 C tn ; (3.48)
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Fig. 3.3 Diagrammatic representation of the factorization theorem for the �3 theory in d D 6

to obtain

G.p; l; �/ D
Z

ds
Z

dtC .s; t; �/ e�isp� NnCitl�nJ �
p2
	J �

l2
	
; (3.49)

with

J �
p2; �

	 	
Z
d6x1 e

�ip�x1h0jT f�c.x1/�c.0/g j0i ;

J �
l2; �

	 	
Z
d6x2 e

il�x2h0jT f� Nc.0/� Nc.x2/g j0i : (3.50)

The functions J do not depend on s and t , and therefore the integral in Eq. (3.49)
factors out. By introducing the notation

QC2 . Nn � p; n � l; �/ 	
Z

ds
Z

dtC .s; t; �/ e�isp� NnCitl�n ; (3.51)

one can rewrite the three-point correlator in Eq. (3.49) as the product of three
functions

G.p; l; �/ D QC2 . Nn � p; n � l; �/J
�
p2; �

	J �
l2; �

	
: (3.52)

We have factorized the Green function G into a product of a hard function QC and
two jet functions J . The jet function can be calculated within the full theory since
the collinear Lagrangian is identical to the complete �3 Lagrangian. The content
of the factorization theorem is summarized in diagrammatic form in Fig. 3.3. The
nontrivial part of the factorization theorem is that the hard function can be calculated
at p2 D l2 D 0, so that we have managed to factor a function of three variables
into a product of three functions of a single variable. The full Sudakov form factor
is split into an high-energy contribution (the hard function), and two low-energy
contributions (the jet functions).

It would be interesting to use the factorization theorem to resum Sudakov
logarithms to all orders in the coupling constant; this can be done by employing
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renormalization group tools within the effective theory. We will return on this
subject in Chap. 5. Let us note a particularity of �3 theory in d D 6. The Sudakov
logarithms have the form

�
g2
	n

lnn
�
p2l2

Q4

�
;

so there is only a single logarithm at each order in perturbation theory. This is
due to the absence of a soft contribution to the Sudakov form factor (3.52): the
double logarithms arise in the interplay of soft and collinear contributions and will
be present in the QCD case.
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Chapter 4
Generalization to QCD

The effective theory for QCD can be constructed following exactly the same
procedure we employed in order to construct the SCET Lagrangian for the scalar
�3 theory in the previous section; in addition, many elements are the same as in
the scalar case. In particular, the same momentum regions appear, since only the
numerators of the diagrams differ between the �3 theory case and the QCD case.
However, in the QCD case three complications arise:

1. Different components of the quark field q�.x/ and of the gluon field A�.x/ scale
differently with the expansion parameter 	;

2. the theory is invariant under gauge transformations, but it is necessary to make
sure that they respect the scaling of the fields, and

3. non-local operators involve Wilson lines to ensure gauge invariance.

In order to keep the discussion as simple as possible, we start by considering only
one type of collinear fields, with a momentum which scales as

p� � �	2; 1; 		Q : (4.1)

One then splits the gluon and quark fields in a collinear and a soft part

A�.x/! A�c .x/C A�s .x/ ;  .x/!  c.x/C  s.x/ : (4.2)

We now consider the collinear part of the fermion field and we further split it into
two components as follows

 c.x/ 	 .x/C �.x/ ; (4.3)

where

 D PC  c 	 n= Nn=
4
 c ; � D P�  c 	 Nn=n=

4
 c : (4.4)
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As a consequence of the definition of the operators P˙ and of the fact that n2 D
Nn2 D 0 one finds that

n= .x/ D 0 ; and Nn= �.x/ D 0 : (4.5)

It is easy to check that P˙ are projection operators:

PC C P� D n= Nn=
4
C Nn=n=

4
D 2 Nn � n

4
D 1 ; (4.6)

and one can also immediately verify that P2C D PC and P2� D P�.

4.1 Power Counting

As a first step, we want to determine the power of 	 with which the different field
components of the SCET fields scale. As in the scalar case, this information can be
obtained by looking at the two-point correlators. We start with the  component1

h0jT ˚.x/ N.0/
 j0i D n= Nn=
4
h0jT ˚ c.x/ N c.0/
 j0i Nn=n=

4

D
Z

d4p

.2�/4
i

p2 C i0e
�ip�x n= Nn=

4
p=
Nn=n=
4
� 	4 1

	2
D 	2 ; (4.7)

where we employed the identity

n= Nn=
4
p=
Nn=n=
4
D n= Nn=

4

�
Nn � pn=

2
C n � p Nn=

2
C p=?

� Nn=n=
4
D Nn � pn=

2
� 	0 : (4.8)

Therefore .x/ � 	. The correlator for the � component is

h0jT f�.x/ N�.0/g j0i D Nn=n=
4
h0jT ˚ c.x/ N c.0/
 j0in= Nn=

4

D
Z

d4p

.2�/4
i

p2 C i0e
�ip�x Nn=n=

4
p=
n= Nn=
4„ ƒ‚ …

Dn�p Nn=2

� 	4	2 1
	2
D 	4 I (4.9)

1Observe that .n=Nn= / D  
�
c Nn=�n=��0 D N Nn=n=, which follows after inserting

�
�0
	2 D 1 between the

Dirac matrices and using �0����0 D ��.
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the scaling of this component is �.x/ � 	2. The � component is thus suppressed by
one power of 	 with respect to the  component. Finally for the soft field one finds

h0jT ˚ s.x/ N s.0/
 j0i D
Z

d4p

.2�/4
ip=

p2 C i0e
�ip�x � .	2/4	2 1

	4
D 	6 ; (4.10)

so that  s � 	3.
The two-point correlator for the gluon field is

h0jT fA�.x/A�.0/g j0i D
Z

d4p

.2�/4
i

p2 C i0e
�ip�x

�
�g�� C  p

�p�

p2

�
: (4.11)

A glance to the second term in the square bracket shows that the gluon field scales
like its momentum, therefore A�s .x/ � p�s and A�c .x/ � p�c , or equivalently

Nn � Ac � 	0 ; n � Ac � 	2 ; A? � 	 I A�s � 	2 : (4.12)

The soft gluon field is power suppressed with respect to the collinear gluon field,
except for what concerns the n � As component, which scales in the same way as
the corresponding collinear gluon component. Only two of the four components
of the gluon fields are physical and the reader might find it unnatural that the
leading-power result for the collinear gluon field is given the unphysical longitudinal
polarization. This could be avoided by working in the light-cone gauge Nn � Ac D 0

where this component vanishes instead of the R gauges we consider. This gauge
was used as a starting point in [1, 2] and gauge invariance was then recovered after
relating the original fields to the light-cone-gauge fields using certain Wilson lines.

4.2 Effective Lagrangian

The collinear fermion Lagrangian has a special form since the � components are of
higher order in 	 with respect to the  components and can be integrated out. The
covariant derivative is defined as usual as

iD� 	 i@� C gA� D i@� C g.Aca� C Asa�/ ta ; (4.13)

where the matrices ta are the generators of SU.3/ in the fundamental representation.
For the moment, we keep both the soft and collinear components of the gluon
field even though As? and As� are power suppressed with respect to the collinear
gluon field. We will come back to this point when discussing the soft-collinear
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interactions. By using the relations n= D Nn= D 0 and Nn=� D N� Nn= D 0, ND=? D 0 and
N�D=?� D 0 one obtains 2

Lc D N c iD= c
D � N C N�	

�
n=

2
i Nn �D C Nn=

2
in �D C iD=?

�
. C �/

D N Nn=
2

in �D C NiD=?�C N�iD=? C N�n=
2
i Nn �D� : (4.14)

Since the action is quadratic, one can integrate out � exactly. An easy way to
obtain the Lagrangian in the case in which the field � is integrated out consists in
employing the equations of motion derived from the Lagrangian in Eq. (4.14). The
equations of motion for N are

@�
@Lc
@.@� N/

� @Lc
@ N D �

@Lc
@ N D �

Nn=
2

in �D � iD=?� D 0 ; (4.15)

or equivalently

Nn=
2
n �D D �D=?� : (4.16)

Similarly for N� one finds

D=? D �n=
2
Nn �D� : (4.17)

From the latter one obtains

Nn=
2
D=? D � Nn=n=

4
Nn �D� D �Nn �D� : (4.18)

Solving for � one finds

� D � Nn=
2 Nn �DD=? ; and N� D �N �D=? Nn=

2 Nn �  �D
; (4.19)

2Note that ND=
?

 D NP
�

D=
?

P
C

 D ND=
?

P
�

P
C

 D 0, where we have used fn=;D=
?

g D
fNn=;D=

?

g D 0.
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where the arrow indicates that the covariant derivative is acting to the left. At this
stage one can insert Eq. (4.19) in the collinear Lagrangian in order to eliminate �:

Lc D N Nn=
2

in �D C NiD=? 1

i Nn �DiD=?
Nn=
2
 C Ni �D=? 1

i Nn �  �D
iD=?
Nn=
2


CNi �D=? Nn=
2i Nn �  �D

n=

2
i Nn �D Nn=

2i Nn �D„ ƒ‚ …
n=Nn=
4 DPC

iD=?

D N Nn=
2

in �D C NiD=? 1

i Nn �DiD=?
Nn=
2
 : (4.20)

In deriving the equation above we repeatedly used the fact that f Nn=;D=?g D 0 and in
the last line we used the fact that

PCD=? D D=?PC D D=? : (4.21)

In the path integral, the integration over the fermionic fields � and N� gives (see
for example [3], page 110)

Z
DŒ��DŒ N�� exp

�Z
d4x N�n=

2
i Nn �D�

�
D det

�
n=

2
i Nn �D

�
: (4.22)

We now show that this overall determinant is irrelevant. Observe that the determi-
nant is gauge invariant; in fact, if we indicate with V a SU.N / matrix so that a
quark field transforms according to  ! V under gauge transformations, the
determinant’s covariant derivative will transform as D ! VDV �. Therefore

det

�
n=

2
i Nn �D

�
! det

�
n=

2
V i Nn �DV �

�
D det .V /„ ƒ‚ …

D1
det

�
n=

2
i Nn �D

�
det
�
V �
	

„ ƒ‚ …
D1

D det

�
n=

2
i Nn �D

�
: (4.23)

In the light cone gauge, where Nn � D D 0, the determinant is trivially independent
from the gluon field; since the determinant was just proven to be gauge independent,
it does not depend on the gluon field in any gauge, and is therefore an irrelevant
factor multiplying the path integral. From the diagrammatic point of view the
determinant corresponds to the graphs shown in Fig 4.1. At a heuristic level, this
can be understood by observing that since the � field was integrated out, it cannot
appear among the external legs and it can therefore contribute only through closed
loops. In this aspect, the situation is the same as one encounters in the Euler-
Heisenberg effective Lagrangian, where the electron is considered a heavy field and
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Fig. 4.1 Diagrammatic
representation of the
diagrams corresponding to
the determinant originating
from the integration over �

is integrated out. However, in the case under study the diagrams in Fig. 4.1 vanish,
since Im. Nn � k/ < 0 and all of the poles are on the same side of the Nn � k axis.

While the collinear quark Lagrangian has the somewhat complicated structure,
the collinear gluon Lagrangian is simply a copy of the QCD Lagrangian in which
the gluon field A� is replaced by the collinear gluon field A�c . The same is true for
the Lagrangian with the kinetic terms for the soft fields, which has the form

Ls D N siD=s s � 1
4
.F a

s /��.F
a
s /
�� ; (4.24)

where the covariant derivative and field strength are defined as

iD�
s D i@� C gA�s D i@� C g.Aas /�ta ;

ig.F a
s /

��ta D 
iD�

s ; iD
�
s

� D ig
˚
@�A�s � @�A�s � ig


A�s ; A

�
s

�

; (4.25)

D ig
˚
@�.Aas /

� � @�.Aas /� C gf abc.Abs /
�.Acs /

�


ta :

Therefore the kinetic terms of the SCET QCD Lagrangian are given in Eqs. (4.14)
and (4.24) and by a standard kinetic term for the collinear gluons. We need now to
consider the terms describing the interactions between soft and collinear fields.

4.3 Soft-Collinear Interactions

The general construction of the soft-collinear interaction terms is somewhat
involved and beyond the scope of these lectures; it can be found in [2]. For collider
physics applications it is usually sufficient to consider soft-collinear interactions at
leading power. To obtain the leading power interactions, let us remind ourselves of
the scaling of the different fields

.n � Ac; Nn � Ac;Ac?/ �
�
	2; 1; 	

	
;

.n � As; Nn � As;As?/ �
�
	2; 	2; 	2

	
;

 � 	 ;  s � 	3 : (4.26)
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In the case of the �3 theory the soft-collinear interactions were obtained by
replacing one of the fields in the interaction term with a soft field

� g

3Š

Z
d4x �3.x/ �! � g

2Š

Z
d4x �2c .x/�s.x�/ : (4.27)

In the SCET Lagrangian for QCD, soft-collinear interactions involving soft quarks
do not appear at leading order, since  s is power suppressed with respect to
. Furthermore, only the n � As component of the soft gluon field is not power
suppressed with respect to the corresponding component of the collinear gluon field,
so only this component enters the leading soft-collinear interactions. Therefore one
can replace

A�.x/ �! .n � Ac.x/C n � As.x�// Nn
�

2
C Nn � Ac.x/n

�

2
C A�c?.x/ : (4.28)

in the quark and gluon collinear Lagrangians discussed in the previous section. To
summarize, the SCET Lagrangian for QCD can be written in a compact form as
follows

LSCET D N siD=s sC N Nn=
2

�
in �D C iD=c? 1

i Nn �Dc

iD=c?
�
 � 1

4

�
F s;a
��

�2� 1
4

�
F c;a
��

�2
:

(4.29)

The various covariant derivatives which appear in Eq. (4.29) are given by

iDs
� D i@� C gAs� D i@� C gAs;a� ta ;

iDc
� D i@� C gAc� D i@� C gAc;a� ta ;

in �D D in � @C g n � Ac.x/C g n � As.x�/ : (4.30)

The field strengths are

igF s
�� D

h
iDs

�; iD
s
�

i
;

igF c
�� D


iD�; iD�

�
; (4.31)

where the covariant derivative appearing in the commutator in the last line of
Eq. (4.31) is

D� D n �D Nn
�

2
C Nn �Dc

n�

2
CD�

c? : (4.32)

As it is shown in the last line of Eq. (4.30), n � D depends on the soft field As , so
that one might wonder if the squared collinear field strength in the Lagrangian in
Eq. (4.29) gives rise to additional kinetic terms for the soft gluon field, in addition to
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the ones already included in the square of the soft field strength. This is not the case
since the squared field strength is gauge invariant and one can choose to work in the
gauge where n � As vanishes. In such a gauge the squared collinear field strength is
clearly free from terms depending only on soft gluon fields.

The Lagrangian in Eq. (4.29) includes only one collinear sector, but in practical
applications one needs two or more collinear sectors. As it was done when
discussing the scalar �3 theory, we will in the following consider two collinear
momenta p � .	2; 1; 	/ and l � .1; 	2; 	/. The second collinear sector in the
Lagrangian can be obtained by replacing n� $ Nn� (which implies xC $ x�) in
the first collinear sector.

4.4 Gauge Transformations and Reparameterization
Invariance

We now discuss two symmetries of SCET. Both are not symmetries of nature but
redundancies in our description. The first one is gauge symmetry which arises
because we use four-component fields to describe the two physical polarizations
of gauge bosons. The second one is called reparameterization invariance and arises
because we have introduced two reference vectors, n� and Nn�, in the construction
of the effective theory. The choice of these is not unique and physics is independent
of their choice.

Let us start with reparameterization invariance, which was first explored in the
context of Heavy Quark Effective Theory (HQET). This theory involves a reference
vector in the direction of the heavy quark, whose direction can be changed by a small
amount [4]. In SCET, the set of transformations is richer. Not only can one change
the direction of both reference vectors by a small amount, but one can also rescale
the light-like reference vectors. The most general infinitesimal transformation is a
linear combination of the these three types of transformations [5]

.I/

8<
:
n� ! n� C�?�
Nn� ! Nn�

; .II/

8<
:
n� ! n�

Nn� ! Nn� C �?�
; .III/

(
n� ! .1C ˛/ n�
Nn� ! .1 � ˛/ Nn�

;

(4.33)

with �? � n D �? � Nn D �? � n D �? � Nn D 0. In order for the transformations
not to upset the power counting in the collinear sector one needs to ensure that the
transformation parameter �?� counts as O.	/ (or smaller). This can be seen, for
example, by considering the transformation

n �Dc ! n �Dc C�? �D?c : (4.34)
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Requiring that the expression after the transformation remains of 	2 implies �? �
	. Similarly, the power counting in the anti-collinear sector implies �?� � 	.
The parameter ˛ of the rescaling transformation (III), on the other hand, can be
O.	0/. The first two transformations connect operators at different orders in the
power counting and become only relevant when power corrections are considered.
The third transformation, on the other hand, is useful already when constructing
operators at leading power. The simplest way to take the invariance under (III)
into account is to construct all operators from building blocks which are invariant
under this rescaling. The constraints from reparameterization invariance are linked
to the Lorentz invariance of the underlying theory. A powerful alternative approach
to dealing with Lorentz invariance in effective field theories which involve reference
vectors was recently developed in [6].

While reparameterization invariance is specific to the effective theory, gauge
invariance was present already in the original QCD Lagrangian. However, in the
same way in which we expanded the Lagrangian, it is necessary to expand the gauge
transformations, and one must make sure that the gauge transformations respect
the scaling of the fields. For example, we will see that transforming a soft field by
means of a gauge function ˛.x/ with collinear scaling would turn the soft field into
a collinear field.

We will consider two types of gauge transformations; the soft gauge transforma-
tion

Vs.x/ D exp

i˛as .x/t

a
�
; (4.35)

and the collinear gauge transformation

Vc.x/ D exp

i˛ac .x/t

a
�
: (4.36)

The function ˛s has soft scaling. i.e. @˛s � 	2˛s , while ˛c has collinear scaling. We
analyze the soft transformations first. Under a soft gauge transformation the soft
fields transform in the standard way

 s.x/! Vs.x/ s.x/ ;

A�s .x/! Vs.x/A
�
s .x/V

�
s .x/C

i

g
Vs.x/


@�; V �

s .x/
�
: (4.37)

The collinear fields transform instead as follows

.x/ ! Vs.x�/.x/ ;

A�c .x/! Vs.x�/A�c .x/V �
s .x�/ : (4.38)

The gauge transformation matrices in Eq. (4.38) depend only on x� since, when
transforming the collinear fields, one needs to expand the soft fields around x� in
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order to avoid inducing higher order corrections. In fact the expansion of the full
soft gauge transformation follows the same pattern already encountered in Eq. (3.9)

Vs.x/ D Vs.x�/C x? � @Vs.x�/„ ƒ‚ …
O.	/

CO.	2/ : (4.39)

A detailed discussion of the gauge transformation properties of the non-abelian
gauge Lagrangian is provided in [2].

The transformation of the collinear gluon field differs from the standard one
because it is missing the term VsŒ@

�; V
�
s � � 	2 . This term is a higher power

correction for the Ac? and Nn � Ac component of the collinear gluon field. The
componentn�Ac � 	2 only appears in terms of the form n�D [last line of Eq. (4.30)];
the term n �D transforms as expected

n � Ac.x/C n � As.x�/! Vs.x�/ Œn � Ac.x/C n � As.x�/� V �
s .x�/

C i

g
Vs.x�/


n � @; V �

s .x�/
�
; (4.40)

in �D ! Vs.x�/ in �DV �
s .x�/ : (4.41)

Since the collinear gauge transformations involve a field with large energy, the
soft fields cannot transform under them:

 s.x/!  s.x/ ; A�s .x/! A�s .x/ : (4.42)

The collinear fields instead transform as follows

.x/ ! Vc.x/.x/ ;

A�c .x/ ! Vc.x/A
�
c .x/V

�
c .x/C

1

g
Vc.x/

�
i@�Cg Nn

�

2
n � As.x�/; V �

c .x/

�
; (4.43)

which implies

A
�

c? ! VcA
�

c?V
�
c C

i

g
Vc

@
�

?; V
�
c

�
;

Nn � Ac ! Vc Nn � AcV �
c C

i

g
Vc
 Nn � @; V �

c

�
;

n � Ac ! Vcn � AcV �
c C

i

g
Vc

n �Ds.x�/; V �

c

�
: (4.44)

The last transformation law in the equation above insures that

in �D ! Vc in �DV �
c : (4.45)
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It is easy to check that the Lagrangian in Eq. (4.29) is separately invariant
under soft and collinear gauge transformations. The various covariant derivatives
all transform according to

D� ! ViD�V
�
i ;

where i 2 fs; cg, and the fermions transform according to

 ! Vi ;

with the replacement x ! x� in the appropriate places. A complete discussion of
the gauge transformations and of the construction of the higher power terms can
be found in [2] (in the label formalism, which we discuss in Sect. 4.9 below, the
relevant reference is [7]).

4.5 Wilson Lines

While discussing the scalar �3 theory, we encountered non-local operators of the
kind in Eq. (3.19). In a gauge theory, a product of fields at different space time
points is only gauge invariant if the fields are connected by Wilson lines, defined as

Œx C s Nn; x� 	 P exp

�
ig

Z s

0

ds0 Nn � A.x C s0 Nn/
�
: (4.46)

The operator P indicates the path ordering of the color matrices, such that

PŒA.x/A.x C s Nn/� D A.x C s Nn/A.x/ ; for s > 0: (4.47)

The conjugate Wilson line is defined with the opposite ordering prescription. Under
gauge transformations the Wilson lines transform as follows (see Appendix D)

Œx C s Nn; x� �! V.x C s Nn/ Œx C s Nn; x� V �.x/ ; (4.48)

therefore products of the form

N .x C s Nn/ Œx C s Nn; x�  .x/

are gauge invariant.
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In SCET it is customary to work with Wilson lines which go to infinity:3

W.x/ 	 Œx;�1Nn� D P exp

�
ig
Z 0

�1
ds Nn � A.x C s Nn/

�
: (4.49)

The Wilson line along a finite segment can be written as a product of two Wilson
lines extending to infinity:

Œx C s Nn; x� D W .x C s Nn/W �.x/

D P exp

�
ig
Z 0

�1
dt Nn � A.x C s NnC t Nn/

�


P exp

�
�ig

Z 0

�1
dt Nn � A.x C t Nn/

�

D P exp

�
ig
Z s

0

dt Nn � A.x C t Nn/
�
: (4.50)

The Wilson lines extending to infinity transform as follows under gauge transfor-
mations

W.x/! V.x/W.x/V �.�1Nn/ : (4.51)

If one considers gauge functions vanishing at infinity, such that V.�1Nn/ D 1, the
combinations

�.x/ 	 W �.x/ .x/ ; and N�.x/ 	 N .x/W.x/ ; (4.52)

are gauge invariant and can be used as building blocks to construct non-local
operators.

In Appendix D it is shown that the covariant derivative of the Wilson lines along
the integration path in the exponent of the line vanishes; in our case in particular this
implies that

Nn � DW.x/ D 0 : (4.53)

3To see thatW.x/ corresponds to Œx;�1Nn� let us start from the definition in Eq. (4.46); by setting
x D x0 C s Nn one obtains

Œx0; x0 � s Nn�� P exp

�
ig

Z s

0

ds0 Nn � A.x0 � s NnC s0 Nn/
�
:

One can then shift the integration variable according to s0 D t C s to obtain

Œx0; x0 � s Nn�� P exp

�
ig

Z 0

�s

dt Nn � A.x0 C t Nn/
�
:

Finally, one can send s!1 and rename x0! x to obtain Eq. (4.49).
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Since in the SCET Lagrangian there are two kinds of gauge fields, the collinear
and soft ones, it is possible to use two types of Wilson lines, which will be denoted
as follows

Wc.x/ D P exp

�
ig
Z 0

�1
ds Nn � Ac.x C s Nn/

�
(collinear) ;

Sn.x/ D P exp

�
ig
Z 0

�1
dsn � As.x C sn/

�
(soft) : (4.54)

The collinear Wilson lines are useful to construct operators, while the soft Wilson
lines are useful because of the structure of the soft interaction.

4.6 Decoupling Transformation

As seen above, the interaction between collinear quarks and soft gluons in the SCET
Lagrangian takes the form

LcCs D N Nn=
2

in �D : (4.55)

where the specific form of the covariant derivative in this case is given in Eq. (4.30).
We now redefine the fields  and A�c .x/ employing the soft Wilson line defined in
Eq. (4.54)

.x/ ! Sn.x�/.0/.x/ ;

A�c .x/ ! Sn.x�/A.0/�c .x/S�n.x�/ : (4.56)

As a consequence of the field transformations in Eq. (4.56) one finds that

in �D.x/ ! in �D0Sn.x�/.x/
D �

in � @C gn � Sn.x�/A.0/c .x/S�n.x�/C gn � As.x�/
	
Sn.x�/.0/.x/

D
�

in � @�Sn.x�/C Sn.x�/in � @C Sn.x�/ gn � A.0/c .x/

Cgn � As.x�/Sn.x�/
�
.0/.x/

D
h
.in �D�Sn.x�//„ ƒ‚ …

D0
CSn.x�/in � @C Sn.x�/gn � A.0/c .x/

i
.0/.x/

D Sn.x�/
�
in � @C gn � A.0/c .x/

	
.0/.x/ 	 Sn.x�/in �D.0/

c 
.0/.x/ ;

(4.57)
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where we made use of the fact that the covariant derivative along the Wilson line is
zero and that

n˛
@

@x˛
Sn.x�/ D n˛ @x

ˇ�
@x˛

@

@xˇ�
Sn.x�/ D n˛ Nn˛

2
nˇ

@

@xˇ�
Sn.x�/ 	 n � @�Sn.x�/ :

(4.58)

(Remember that x�� D Nn � x n�=2.) In conclusion, under the field transformations in
Eq. (4.56), the Lagrangian in Eq. (4.55) changes as follows

LcCs ! N.0/ Nn=
2
in �D.0/

c 
.0/.x/ ; (4.59)

so that the soft gluon field no longer appears in the collinear Lagrangian (the
subscript and superscript in the covariant derivative indicate that it depends on
A
.0/
c only). This kind of transformation is called decoupling transformation, since it

decouples the soft gluon from the leading power collinear Lagrangian. However,
it is important to stress that at subleading power soft collinear interactions are
still present in the Lagrangian. It is possible to show that after a decoupling
transformation also the interactions between soft and collinear gluons disappear
from the leading power collinear Lagrangian (see Appendix F).

The decoupling transformation is an important element in proving factorization
theorems, but does not imply that everything factorizes at leading power. For
example, to analyze the Sudakov problem one needs to match the vector current
operator; while the soft fields decouple from the Lagrangian, they are still present
in the current operator. To deal with the Sudakov problem we need to deal with two
collinear directions, as we did when considering the same problem in the �3 theory.
The QED current operator

J�.x/ D N .x/�� .x/ ; (4.60)

corresponds to the SCET non-local operator

J�.x/!
Z

ds
Z

dtCV .s; t/ N�c .x C s Nn/ ��?� Nc.x C tn/ ; (4.61)

where the fields �c and � Nc are defined according to Eq. (4.52):

�c D W �
c c ; n=�c D 0 ;

� Nc D W �

Nc  Nc ; Nn=� Nc D 0 : (4.62)

Since

�� D n= Nn
�

2
C Nn=n

�

2
C ��? ; (4.63)
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the only component surviving in Eq. (4.61) is �?. When applying the decoupling
transformations

�c.x/! Sn .x�/ �.0/c .x/ ;

� Nc.x/! S Nn .xC/ �.0/Nc .x/ ; (4.64)

the source term becomes

J�.x/ D
Z

ds
Z

dtCV .s; t/ N�.0/c .x C s Nn/ S�n .x�/ S Nn .xC/ ��?�.0/Nc .x C tn/

D
Z

ds
Z

dtCV .s; t/ N�.0/c .xC C x? C s Nn/


S�n .0/ S Nn .0/ ��?�.0/Nc .x� C x? C tn/ C : : : : (4.65)

In the second line, we have used the multipole expansion to drop power-suppressed
dependence on x� � .1; 1; 1=	/. The scaling follows because x� is conjugate to the
sum of a collinear and an anti-collinear momentum. We see that the soft interactions
do not cancel, and the Sudakov form factor receives low-energy contributions which
describe a long-range interaction between the fast moving ingoing and outgoing
quarks. The situation is summarized in diagrammatic form in Fig. 4.2, where p� �
in�, l� � i Nn�, and the double lines represent the soft Wilson lines.

Do the soft corrections factorize? It depends on the precise meaning that one
attributes to the word factorization. Unfortunately, there are two different definitions
of the word factorization which are employed in this context:

1. Factorization = scale separation. In the source term in Eq. (4.65) the pieces
associated to different scales are separated, so according to this definition the
form factor is factorized.

Fig. 4.2 Diagrammatic representation of the Sudakov form factor in QCD; the diagram illustrates
the separation of the different scales present in the problem. The soft scale isƒ2

s D L2P 2=Q2
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2. Factorization = no low energy interactions. The two collinear sectors in
Eq. (4.65) interact through soft interactions. The form factor is not factorized
in this sense.

4.7 Factorization and Collinear Anomaly

In the case analyzed in Sect. 2.3, in which the virtual propagator carrying momen-
tum k in the vertex correction has a small but non vanishing mass m, the
integral over the soft region vanishes. One could naively think that this implies a
factorization in d D 4 of the kind illustrated in Fig. 3.3. However, for m2 � 	2 the
hard function is the same as in the massless case and is given by Eq. (2.39). This
function has an infrared divergence which depends onQ. Such a divergence cannot
be canceled if the jet functions do not depend on Q as well. In Sect. 2.3 we have
shown how this dependence is indeed present, and it originates from the need to
use an additional regulator to define in a proper way the collinear region integrals.
Here we want to study how the factorization is modified in this case. At all orders
in perturbation theory, the product of the two jet functions must be independent of
the analytic regulator, and therefore also independent of the corresponding ’t Hooft
scale �. Consequently, the quantity

P D Jc
�
p2;m2; ln

�2

m2
; �

�
J Nc
�
l2;m2; ln

�2

Q2
; �

�
; (4.66)

should satisfy the differential equation

d

d ln �
lnP D d

d ln �

�
lnJc

�
p2;m2; ln

�2

m2
; �

�
C lnJ Nc

�
l2;m2; ln

�2

Q2
; �

��
D 0:

(4.67)

This implies that the two terms in the square brackets in the equation above
should be linear in ln.�2=m2/ and ln.�2=Q2/, respectively, and that the coefficients
multiplying the logarithms should be independent from p2 and l2 [8]. One can then
extract the terms depending on � by defining two new jet functions J as follows:

lnP 	 ln Jc
�
p2;m2; �

	C lnJ Nc
�
l2;m2; �

	 � F.m2; �/ ln
Q2

m2
: (4.68)

Thus one can re-factorize [8, 9] the product of the two jet functions as follows

P D e�F.m2;�/ ln Q2

m2 Jc
�
p2;m2; �

	
J Nc
�
l2;m2; �

	
; (4.69)
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Fig. 4.3 Diagrammatic representation of the Sudakov form factor in presence of a collinear
anomaly; the diagram illustrates the separation of the different scales present in the problem, after
re-factorization

which shows explicitly that the anomalous Q dependence exponentiates. The
factorization of hard and collinear physics in this case can be then schematically
represented as shown in Fig. 4.3.

4.8 Gauge Covariant Building Blocks

In the previous section in Eq. (4.52), we introduced the notation

�.x/ 	 W �.x/.x/ D W �.x/
n= Nn=
4
 .x/ : (4.70)

It is convenient to work with the field �.x/ instead of the  .x/ because �.x/ is
invariant under collinear gauge transformations, which makes it easy to construct
gauge invariant operators. Similarly, one introduces a gauge invariant building block
A� for the collinear gluon fields, which is defined as follows4

A� 	 W �.x/
�
iDc

�W.x/
�
: (4.72)

From the definition above, it is possible to see that Nn �A D 0, since Nn � DW D 0, as
shown in Appendix D. The component n �A will instead have the expression

n �A D W �.x/
�

in �DcW.x/
�
: (4.73)

4Sometimes in the literature a different definition, taking into account both the soft and collinear
gluon fields, was adopted [11]:

A� � W �.x/
�
iDc

�W.x/
�
C Nn

�

2

�
W �.x/gn � As.x�/W.x/� gn � As.x�/	 : (4.71)
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Finally, the perpendicular component of the block A is

A�

? D W �.x/
�
iDc

�

?W.x/
�
: (4.74)

The notation above indicates that the covariant derivative acts only on the Wilson
line. In the literature the fields A? are sometimes also defined as

A�

? D W �.x/
h
iDc

�

?;W.x/
i
: (4.75)

The two definitions are equivalent, as it can be seen by multiplying the commutator
by a test function f :

h
D�;W.x/

i
f .x/ D D�

�
W.x/f .x/

�
�W.x/

�
D�f .x/

�
D
�
D�W.x/

�
f .x/ :

(4.76)

For leading-power operators, the perpendicular components of the field A are
sufficient because Nn �A vanishes and n �A is power suppressed, since it involves the
small component of the momentum and gluon field. The gauge independence of the
fields � and A follows immediately from the behavior of the fields , the Wilson
linesW , and the covariant derivatives under collinear gauge transformations.

It is possible to rewrite the collinear Lagrangian Lc as a function of the gauge
invariant fields [10]. To do this, one needs to make use of the relation

W �iD�
c W D W �

�
iD�

c W
�
CW �W i@� D A� C i@� 	 iD� ; (4.77)

Moreover, the relation

W �i Nn �DcW D W �
�
i Nn �DcW„ ƒ‚ …
D0

�
C i Nn � @ D i Nn � @ ; (4.78)

leads to the identity

1

i Nn �Dc

D WW � .i Nn �Dc/
�1 W W � D W �

W �i Nn �DcW
	�1

W � D W 1

i Nn � @W
� :

(4.79)

By inserting repeatedly W �W D 1 between the fields, the collinear Lagrangian in
Eq. (4.20) can then be rewritten as

Lc D N� Nn=
2
.in �D/ �C N�iD=? 1

i Nn � @iD=?
Nn=
2
� : (4.80)
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In order to rewrite the collinear gluon Lagrangian in terms of the A fields we observe
that

W �F��W 	 W �F a
��t

aW D 1

ig
W �


iDc;�; iDc;�

�
W

D 1

g

�
@�A� � @�A� � i

A�;A�

�	
: (4.81)

Therefore, by defining

F�� 	 @�A� � @�A� � i
A�;A�

�
; (4.82)

one finds that the kinetic term for the collinear gluons can be written as

�1
4
F a
��F

a;�� D�1
2

Tr

F��F

��
� D�1

2
Tr

W �F��F

��W
� D� 1

2g2
Tr
F��F��

�
:

(4.83)

The leading soft-collinear interaction terms can be obtained by the replacement
in Eq. (4.28). At the level of invariant building blocks, this corresponds to the
replacement

A�.x/! A�.x/C Nn
�

2
W �.x/gn � As.x�/W.x/ : (4.84)

4.9 Position Space Versus Label Formalism

The Lagrangian we constructed was written directly in position space, and the
expansion in small momentum components was translated into a derivative expan-
sion of the Lagrangian, the so-called multipole expansion [1, 2]. The original papers
on SCET [12, 13], as well as a large fraction of the current literature instead use a
hybrid position-momentum-space formalism known as label formalism. In order for
the reader to be able to translate results between the two different formulations, we
now briefly discuss the label formalism.

This formulation is motivated by HQET, where the momentum of a heavy quark
inside a meson is written as p�Q D mQv

� C r�, where v� is the meson velocity.
The small residual momentum arises from interactions of the heavy quark with the
light constituents of the meson and is of order ƒQCD � 1GeV, much smaller than
the heavy-quark massmQ. To construct the effective Lagrangian, one then splits off
the large part of the momentum from the field by redefining

Q.x/ D e�imQv�xhv.x/ : (4.85)
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The field hv.x/ is the heavy quark field in the effective theory and carries the
label v, to make it clear that the large component mQv has been removed from
the momentum. The field hv.x/ is slowly varying, since all derivatives on hv.x/ are
of orderƒQCD. This field is then used to construct the low-energy effective theory.

In the same spirit, the collinear momenta in SCET are rewritten as

p�c D q� C r� ; with q� D q�� C q�? ; (4.86)

where q� is the large label momentum, while the residual part r� scales like a soft
momentum. The collinear gluon field introduced in Eq. (4.74) is then written as

A�.x/ D
X
q

e�iq�xA�
q .x/ ; (4.87)

so that all derivatives acting on the field A�
q .x/ scale as O.	2/. Similarly, for the

fields � introduced in Eq. (4.52), one can define

�.x/ D
X
q

e�iq�x�q.x/ : (4.88)

The notation adopted in Eqs. (4.87) and (4.88) is symbolic, the label q can assume
a continuous set of values. An important difference to the HQET case is that one
needs to sum over the different values of the label to obtain the full field. In contrast
to the heavy-quark mass, the large momentum components of the collinear fields
are not fixed, and change in interactions with other collinear fields. Only the sum
of the label momenta are conserved in a given reaction. Since the collinear fields
should carry large energy, it appears problematic to sum over all labels, since this
sum can also run over regions where the label momentum is small. This happens
for example in collinear loop integrals. In this region, which is called the zero bin
in [14], the collinear fields become soft and one might worry about double counting
the soft region. We have addressed the double-counting issue when we introduced
the method of regions and have shown that in there is no double counting because
the overlap region corresponds to scaleless integrals which vanish in dimensional
regularization. This was demonstrated first for a simple example integral in Sect. 2.1,
and then for the collinear integrals after Eq. (2.43). As stressed there, this is true as
long as higher-power corrections are consistently expanded away, if not, one will
need to subtract the overlap contributions.

To extract the label of a given field, one introduces the label-operator [13]

P�A�
q .x/ D q�A�

q .x/ : (4.89)

In the label formalism, the collinear Lagrangian (4.80) thus takes the form

Lc D N�q Nn=
2
.in � @C n �Ak/ �q0 C N�q

�
iP=? CA=?k

� 1

i Nn � P
�
iP=? CA=?k0

� Nn=
2
�q0 ;

(4.90)
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where it is implied that one sums over all the labels q, q0, k, k0, while respecting
conservation of the label momentum in interactions. We have also omitted the
overall phase factors which ensure label conservation in each term. In the label
formalism, the collinear Wilson line can be written as [13]

W D
X

perms:

exp

�
�g 1NP Nn � Ac;q

�
; (4.91)

where we have used the common abbreviation NP 	 Nn � P , and Ac;q is defined in
analogy to Eq. (4.87).

It is instructive to rewrite the current operator in Eq. (4.65) in label notation. This
operator contains the collinear fields �c and � Nc along the p and l directions. Since
the labels do not involve the small momentum components, the operator NP only acts
on the collinear fields, while the operator P 	 n � P only acts on the anti-collinear
fields in operator products.

J�.0/ D
Z

ds
Z

dtCV .s; t/ N�c .s Nn/ ��? � Nc.tn/

D
X
q;k

Z
ds
Z

dtCV .s; t/ N�c;q .0/ ei Nn�qs ��? e�in�kt� Nc;k.0/

D
X
q;k

Z
ds
Z

dtCV .s; t/ N�c;q .0/ ei NP�s�
�

?e
�iPt� Nc;k.0/

D
X
q;k

N�c;q .0/ QCV . NP�;P/ ��? � Nc;k.0/ ; (4.92)

where we have explicitly written the sums over the labels k and q of the two fields.
Instead of non-local operators in position space, one ends up with operators whose
coefficients depend on the label momenta. The corresponding Wilson coefficients
are just the Fourier transform of the position space coefficients. Expressions
[Eqs. (4.90) and (4.92)] show that it is easy to map leading-power expressions in the
two formalisms into each other. As a final remark, let us note that collinear gauge
transformations act as convolutions on the label-formalism fields because these are
essentially momentum-space quantities. We have side-stepped this issue by applying
the label operator only to gauge invariant building blocks; the reader interested in
gauge transformations and power corrections in the label formalism can consult [7].
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Chapter 5
Resummation by RG Evolution

The goal of this section is to discuss renormalization and Renormalization Group
(RG) evolution in the effective theory. In the next section, we carry out the full
computation of the resummed cross section in the case of Drell-Yan scattering.
Here, in order to keep our discussion simple, we first consider the case of the
Sudakov form factor in QCD for which the relevant factorization (in the sense of
scale separation) theorem was obtained at the end of the previous section. Obviously,
this unphysical quantity is not of interest by itself, but this simple example illustrates
the salient features which one also encounters in the analysis of physical processes.
A characteristic feature of the RG equations in SCET is that the relevant anomalous
dimension are not just functions of the coupling constant, but involve a logarithmic
dependence on the characteristic scale of the process. We now show how to solve
such equations and then discuss why the anomalous dimensions only involve a
single logarithm.

In the following, the Fourier transform of the matching coefficient of the current
operator C.s; t/ in Eq. (4.65) will be indicated by QC bare

V .Q2/. The value of this
Wilson coefficient is determined in the same way as we discussed in the �3-theory
case, i.e. by matching it to the calculation of the on-shell form factor, as it is shown
diagrammatically in Fig. 5.1. The QCD on-shell form factors are known up to three-
loop [1, 2]. The one-loop vector form factor translates into the following result for
the bare matching coefficient

QC bare
V .";Q2/ D 1C ˛0s

4�
CF

�
� 2
"2
� 3
"
� 8C �2

6
CO."/

��
e�EQ2

4�

��"
CO �˛2s 	 ;

(5.1)

where ˛0s D g2s =4� is the bare coupling constant and �E � 0:577 is the
Euler-Mascheroni constant. We first carry out the ultraviolet renormalization by
expressing the bare coupling ˛0s in terms of the MS renormalized coupling constant
˛s.�/ via the relation Z˛ ˛s.�/�2" D e�"�E .4�/"˛0s , where Z˛ D 1 C O.˛s/ at
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p l

= C̃bare
2 (Q2)×

Fig. 5.1 Matching condition which allows to obtain QC bare
V .Q2/. In the calculation of the form

factor one should set from the start p2 D l2 D 0

the needed accuracy. We obtain

QC bare
V .";Q2/ D 1C ˛s.�/

4�
CF

�
� 2
"2
� 3
"
� 8C �2

6
CO."/

��
Q2

�2

��"
CO �

˛2s
	
;

(5.2)

At first order in ˛s , coupling constant renormalization does not change the diver-
gences and is obviously not enough to arrive at a finite result. The remaining
divergences are absorbed in a multiplicative Z factor by defining a finite Wilson
coefficient as follows

QCV .Q2; �/ D lim
"!0 Z

�1 �";Q2; �
	 QC bare

V .";Q2/ ; (5.3)

with

Z
�
";Q2; �

	 D 1C ˛s.�/

4�
CF

�
� 2
"2
C 2

"
ln
Q2

�2
� 3
"

�
CO �˛2s 	 : (5.4)

Consequently, the renormalized Wilson coefficient QCV at order ˛s is

QCV .Q2; �/ D 1C ˛s.�/
4�

CF

�
� ln2

Q2

�2
C 3 ln

Q2

�2
C �2

6
� 8

�
CO.˛2s / : (5.5)

5.1 Renormalization Group Equation

One immediately checks that at one-loop level the expression in Eq. (5.5) satisfies
the differential equation

d

d ln�
QCV .Q2; �/ D

�
CF�cusp.˛s/ ln

Q2

�2
C �V .˛s/

�
QCV .Q2; �/ ; (5.6)
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where, at order ˛s , the function �cusp and �V are given by

�cusp.˛s/ D 4˛s.�/
4�

; and �V .˛s/ D �6CF ˛s.�/
4�

: (5.7)

(We remind the reader that d˛s=d ln� / ˛2s .) Equation (5.6) is the Renormalization
Group Equation satisfied by the Wilson coefficient QCV . The function �cusp is called
the Cusp Anomalous Dimension; the origin of this name will be explained below.
The above RG equation is also valid beyond one-loop level; indeed it holds to all
orders in perturbation theory as a consequence of factorization, as will be discussed
in the next section. Since the on-shell form factor is now known up to three loops,
it is possible to extract the anomalous dimensions �cusp and �V to order ˛3s . The RG
equation in Eq. (5.6) contains an explicit logarithmic dependence on the scale �.
This feature is characteristic of problems involving Sudakov double logarithms.

The solution of the RG equation in Eq. (5.6) sums the logarithmic terms at all
orders in ˛s ; in fact by separating variables one obtains the solution

QCV .Q2; �/ D exp

�Z �

�h

�
CF�cusp.˛s/ ln

Q2

�02
C �V .˛s/

�
d ln�0

�
QCV .Q2; �h/ ;

(5.8)

in which the logarithm appears in an exponential. It is convenient to write the
solution as the product of the Wilson coefficient calculated at a high scale �h and
an evolution matrix U which “runs down” the scale from �h to �:

QCV .Q2; �/ D U .�h; �/ QCV .Q2; �h/ : (5.9)

To use the solution (5.8) in practice, we rewrite the integration over the scale as an
integration over the coupling by changing integration variables from � to ˛s.�/ by
using

d˛s.�/

d ln�
D ˇ .˛s.�// ; (5.10)

After rewriting also the logarithm in the exponent (5.8) by employing the relation

ln
�

�
D
Z ˛s.�/

˛s.�/

d˛

ˇ.˛/
; (5.11)

the evolution matrix can be written in the form

U .�h; �/ D exp

2CFS.�h; �/ � A�V .�h; �/

� �Q2

�2h

��CF A�cusp .�h;�/

; (5.12)
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where the quantities S and A� are defined as

S .�; �/ D �
Z ˛s.�/

˛s.�/

d˛
�cusp.˛/

ˇ.˛/

Z ˛

˛s.�/

d˛0

ˇ.˛0/
;

A�i .�; �/ D �
Z ˛s.�/

˛s.�/

d˛
�i .˛/

ˇ.˛/
; (5.13)

with i 2 fV; cuspg. It is straightforward to check that Eq. (5.9) with Eq. (5.12) indeed
solves the RG equation (5.6) by observing that

d

d ln�
S .�; �/ D ��cusp .˛s.�//

Z ˛s.�/

˛s.�/

d˛0

ˇ.˛0/
;

d

d ln�
A�i .�; �/ D ��i .˛s.�// : (5.14)

Since d˛s=ˇ D d ln�, one can conclude from Eqs. (5.13) that the functions Ai are
responsible for the resummation of the single logarithms and the function S for the
resummation of the double logarithms. The explicit expression of these function can
be obtained by inserting the perturbative expansion of the beta function and of the �
functions in Eqs. (5.13). By parameterizing the expansions of the beta function and
of the anomalous dimensions �i as follows

ˇ .˛s/ D �2˛s
�
ˇ0

� ˛s
4�

�
C ˇ1

� ˛s
4�

�2 CO.˛3s /
�
;

�cusp.˛s/ D � cusp

0

� ˛s
4�

�
C � cusp

1

� ˛s
4�

�2 CO.˛3s / ;

�V .˛s/ D �V0
� ˛s
4�

�
C �V1

� ˛s
4�

�2 CO.˛3s / ; (5.15)

and by inserting these expansions in the integrands of Eqs. (5.13), one obtains

A�V .�; �/ D
�V0
2ˇ0

ln
˛s.�/

˛s.�/
CO.˛s/ ;

A�cusp .�; �/ D
�

cusp

0

2ˇ0
ln
˛s.�/

˛s.�/
CO.˛s/ ;

S .�; �/ D �
cusp

0

4ˇ20

"
4�

˛s.�/

�
r � 1
r
� ln r

�
C
�
�

cusp

1

�
cusp

0

� ˇ1
ˇ0

�
.1 � r C ln r/

C ˇ1

2ˇ0
ln2 r

#
CO.˛s/ ; (5.16)
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where r D ˛s.�/=˛s.�/. Note that S .�; �/ contains terms proportional to 1=˛s .
By expanding S .�; �/ in terms of a single coupling ˛s.�/, one would find that
this expansion produces terms of the form ˛ns .�/ ln2n.�=�/: S .�; �/ encodes the
leading logarithmic terms. The way we organize the computation, which consists
in eliminating large logarithms in favor of coupling constants at the different scales
and then expanding in these couplings, is called Renormalization Group Improved
Perturbation Theory. The large logarithm counts as 1=˛s , as it can be seen from
Eq. (5.11) remembering that ˇ.˛s/ � ˛2s .

We observe that the fixed order expression of the Wilson coefficient QCV
(Eq. (5.5)), becomes meaningless when � � Q or � � Q, since in these cases
the logarithms are large and the product ˛s ln.Q2=�2/ � 1 cannot be used as an
expansion parameter. In contrast, if �h is taken approximately equal to the scale Q,
the expression in Eq. (5.9) is valid for any value of � for which ˛s is perturbative.

5.2 Resummation

In the case of the Sudakov form factor, we integrated out the hard contribution and
absorbed it in the Wilson coefficient QCV

�
Q2;�2

	
, but the decoupling also allows us

to factorize soft and collinear interactions, as it is shown in Fig. 4.2. The complete
form factor can then be written as

F
�
Q2;L2; P 2

	 D QCV �Q2;�2
	J �

L2; �2
	J �

P2; �2
	S �ƒ2

s ; �
2
	
; (5.17)

where the J ’s are the collinear functions and S is the soft function characterized by
the scale ƒ2

s D L2P 2=Q2.
Above, we have resummed logarithms in the hard function by solving its RG

equation. To achieve the resummation for the entire form factor, one solves the RG
for each of the terms in the r.h.s. of Eq. (5.17). All of them fulfill a RG equation
of the same type as the one satisfied by the Wilson coefficient. Therefore, each
factor in Eq. (5.17) can be calculated perturbatively at its own characteristic scale,
and then evolved to a common reference scale �. The procedure is summarized in
Fig. 5.2. Since each factor is evaluated at its own natural scale, no large logarithms
are present in the perturbative calculations; all of the large logarithms are resummed
in the evolution factors originating from the solution of the RG equations.

The factorization formula puts constraints on the anomalous dimensions govern-
ing the RG equation of the various factors in Eq. (5.17). The final result must be
independent of the ’t Hooft scale, which is an artifact of the use of dimensional
regularization:

d

d ln�

 QCV �Q2;�2
	J �

L2; �2
	J �

P2; �2
	S �ƒ2

s ; �
2
	� D 0 : (5.18)
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Q2 C̃V (Q2, µ2)

L2 ∼ P 2
J (L2, µ2)
J (P 2, µ2)

Λ2
s S(Λ2

s, µ
2)

µ2

Fig. 5.2 Schematic representation of the scale separation and of the calculational procedure in
renormalization group improved perturbation theory

Consequently, one also finds

0 D d

d ln�
ln
 QCV �Q2;�2

	J �
L2; �2

	J �
P2; �2

	S �ƒ2
s ; �

2
	�

D 1

QCV .Q2; �2/

d QCV
�
Q2;�2

	
d ln�

C 1

J .L2; �2/

dJ �
L2; �2

	
d ln�

C 1

J .P 2; �2/

dJ �
P2; �2

	
d ln�

C 1

S �ƒ2
s ; �

2
	 dS

�
ƒ2
s ; �

2
	

d ln�
: (5.19)

The individual terms in this result are nothing but the anomalous dimensions of the
different functions and the fact that the product Eq. (5.17) is scale invariant thus
implies that the sum of the anomalous dimensions vanishes. The RG equation for
the Wilson coefficient is Eq. (5.6), while the RG equation for the collinear and soft
factors are

d

d ln�
J �

L2; �2
	 D �

�
CF �cusp .˛s/ ln

L2

�2
C �J .˛s/

�
J �

L2; �2
	
;

d

d ln�
S �ƒ2

s ; �
2
	 D

�
CF �cusp .˛s/ ln

ƒ2
s

�2
C �S .˛s/

�
S �ƒ2

s ; �
2
	 I (5.20)

therefore Eq. (5.19) requires that

CF �cusp ln
Q2

�2
C �V � CF �cusp

�
ln
L2

�2
C ln

P2

�2

�
� 2�J � CF �cusp ln

�2

ƒ2
s

C �S D 0:
(5.21)

For this cancellation to work, it is crucial that the scale dependence is logarithmic,
with the same coefficient �cusp in all of the RG equations which enter in Eq. (5.19).
This explains why the anomalous dimensions are linear functions of the associated
logarithms.
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The label “cusp” in �cusp refers to the fact that the soft function is given by the
matrix element of a Wilson line with a cusp. To see this, we note that the soft
operator S�n.0/S Nn.0/ in Eq. (4.65) can be viewed as a single Wilson line running
first along x�.s/ D s Nn�, with s D �1 : : : 0 and then back along x�.s/ D sn�,
with s D 0 : : :1. This Wilson line has a cusp at the point x�.0/ D 0, where the
direction changes, see Fig. 4.2. Polyakov [3] and Brandt et al. [4] proved that Wilson
lines with cusps require renormalization and that the relevant anomalous dimension
is proportional to the cusp angle. If the two lines forming the cusp are parallel to the
vectors n�1 and n�2 , the cusp angle ˇ12 is given by

coshˇ12 D n1 � n2q
n21n

2
2

: (5.22)

The angle above diverges for light-like Wilson lines. However, the anomalous
dimension �.ˇ12/ behaves as follows in the limit in which n2i ! 0

�.ˇ12/

n2i!0‚…„ƒD CF �
cusp

i .˛s/ ln
�2

ƒ2
s

C � � � ; (5.23)

as it was proven in [5], where the RG equation satisfied by the renormalized Wilson
loops was derived.
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Chapter 6
Threshold Resummation in Drell-Yan
Production

So far, we exclusively discussed the off-shell Sudakov form factor, which provides
the simplest example to discuss Sudakov logarithms and their resummation. The
off-shell form factor is, however, gauge dependent and therefore unphysical. With
all the formalism in place, we are now ready to analyze a physical cross section.
We will study the Drell-Yan process, which consists of the production of a lepton
pair of momentum q, together with an arbitrary hadronic final state X at a hadron
collider. We consider a situation where we are close to the reaction threshold, and
the energy EX of the radiation X is much smaller than the momentum transfer,
which is set by the invariant mass M2 D q2 of the lepton pair. This leads to large
Sudakov logarithms of the small ratio EX=M , which we will resum using SCET.

Starting with the pioneering papers [1, 2], this type of threshold resummation has
been performed for many hadron-collider cross sections, both with traditional meth-
ods and more recently using SCET. In particular, the effective theory framework
has been used to resum large logarithmic terms in Deep Inelastic Scattering (DIS)
[3], Drell-Yan[4, 5], Higgs production [6–9], direct photon production [10], top-
quark pair production at hadron colliders [11–13], electroweak boson production
[14, 15], slepton pair production [16] and top-squark pair production [17, 18].
The SCET resummation is based on RG evolution and is typically performed
in momentum space [19], while the traditional resummations are mostly done in
moment space. However, one can show that the formalisms are equivalent and relate
their ingredients order-by-order in perturbation theory [3, 4, 7]. Recently, there has
been renewed interest in the comparison of the resummation methods [20] and
detailed studies were presented in [21–23].

We will assume that EX � ƒQCD so that the coupling constant is still small
enough to allow for a perturbative expansion. In cases, where the invariant massM
is large, a conventional fixed-order expansion of the cross section will however be
spoiled by the presence of large logarithms of the energy of the soft radiation X
over the invariant mass M . To address this problem, we first derive a factorization
theorem, which separates the physics associated with the hard scale M from
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soft physics, and then use RG evolution to resum the associated logarithms. The
resummation of the associated logarithms was first achieved in the seminal papers
[1, 2], the SCET analysis discussed below was performed in [4]. The relevant
expansion parameter in the effective theory is 	 D E=M . The soft fields are scaling
as .	2; 	2; 	2/ and describe the radiation into the final state together with collinear
modes in the directions of the incoming hadrons.1

Our first task will be to write the cross section in a form which is suitable for
the factorization analysis. We denote the two scattered hadrons by N1 and N2; the
reaction of interest, N1.p/ C N2.l/ ! `C.pC/ C `�.p�/ C X.pX/, is mediated
by a virtual photon or a Z boson. For simplicity, we consider the photon case, and
compute the cross section as a function of the momentum of the lepton pair q D
pC C p� and sum over the lepton spins. In the center-of-mass frame, the cross
section is

d�

d4q
D 1

2s

Z
d3pC

.2�/32EC
d3p�

.2�/32E�
ı.4/.q � pC � p�/



XZ

X

ˇ̌h`C `�X jN1 N2iˇ̌2.2�/4ı.4/.p C l � pX � q/ : (6.1)

We are working to leading order in the electromagnetic interaction. The leptonic
part thus factorizes from the hadronic part of the amplitude, and is given by

h`C `�X jN1 N2i D e2

q2
Nu.p�/��v.pC/ hX jJ�.0/jN1N2i ; (6.2)

where J� DP
q eq
N q ��  q is the electro-magnetic quark current. We now define

the lepton tensor

L�� D
Z

d3p
C

.2�/32E
C

d3p
�

.2�/32E
�

ı.4/.q � p
C

� p
�

/
X
s

Nu.p
�

/��v.pC/ Nv.pC/��u.p
�

/

D
Z

d3p
C

.2�/32E
C

d3p
�

.2�/32E
�

ı.4/.q � p
C

� p
�

/tr

p=
�

�� p=
C

��
�

D 1

.2�/4
1

6�

�
q�q� � g�� q2

	
: (6.3)

The tensor structure is fixed by current conservation, which implies that the tensor
is transverse q�L�� D q�L�� D 0. To determine the overall prefactor, it is simplest

1The expansion parameter was denoted by � D 	2 in [4].
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to compute g��L�� . The cross section is then given by the product of the lepton
tensor and a hadron tensor

d�

d4q
D 1

2s

e4

.q2/2
L��W

�� D 4�˛2

3sq2
1

.2�/4
.�g��/W �� ; (6.4)

where we have used that also the hadron tensor is transverse. It is given by

W�� D
XZ

X

hN1N2jJ ��.0/jXihX jJ�.0/jN1N2i.2�/4ı.4/.p C l � pX � q/

D
Z
d4x e�iqx hN1N2jJ ��.x/J�.0/jN1N2i : (6.5)

The second form is what we will use to derive the factorization theorem for the cross
section. To show that the two forms are equivalent, one can insert a complete set of
states between the two currents on the second line and then translate the current to
zero using the momentum operator J�.x/ D eiPxJ�.0/e

�iPx.

6.1 Derivation of the Factorization Formula in SCET

We are now ready to derive the factorization theorem for the hadronic tensor.
In Sect. 4.6, we analyzed the electromagnetic current operator of a quark in the
effective theory. The result reads

J�.x/ D
Z

dr
Z

dtCV .r; t/ N� Nc .x C rn/ S�Nn .x/ Sn .x/ �
�

?�c.x C t Nn/ : (6.6)

This current describes an energetic quark in the direction of N1 and an anti-quark
in the direction of N2. There is also a second contribution, shown in Eq. (4.65), in
which the directions of the quark and anti-quark are interchanged. The above result
for the current operator was obtained after the decoupling transformation and the
collinear and soft fields do not interact, but for simplicity we drop the label on the
fields and we write � Nc instead of �.0/Nc . We have not yet multipole expanded the soft
Wilson lines. The proper expansion will be performed at the end, after discussing
the kinematics. In order to obtain the scaling of x, one must also consider the scaling
of the photon field to which the current J�.x/ couples. We will find below, that all
spatial components of the soft fields can be expanded away so that the soft Wilson
lines are evaluated at Ex D 0.

The result for the current can now be inserted into the expression (6.5) for
the hadronic tensor. Since the different fields do not interact, the hadronic tensor
factorizes into a soft matrix element times collinear matrix elements. In order to
obtain a simple form for the result, we first rearrange the collinear fields using the
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Fierz identity. The identity rearranges spinors as follows

Nu1�1u2 Nu3�2u4 D
X

CAB Nu1�Au4 Nu3�Bu2 : (6.7)

Under Fierz transformation, the combination �1 ˝ �2 D �� ˝ �� is mapped onto

�� ˝ �� ! �1
2
�� ˝ �� � 1

2
���5 ˝ ���5 C 1˝ 1 � �5 ˝ �5 : (6.8)

The SCET vector currents involve the matrix �
�

? instead of ��. The two are
related by

�� D ��? C n=
Nn�
2
C Nn=n

�

2
: (6.9)

However, since Nn=� Nc D n=�c D 0, the additional terms do not contribute and we can
use the Fierz relation (6.8) for the full vector current. Using the same properties of
the SCET spinors, we can then simplify the terms which appear on the right-hand
side, which involve collinear spinors in the same direction,

N�c���c D n� N�c Nn=
2
�c ; N�c�c D N�c n= Nn=

4
�c D 0 ; (6.10)

and analogously for the spinor products involving �5. In the second relation, we have
pulled the projection operator out of the collinear fermion field and then annihilated
the anti-fermion with it. The final result for the Fierz identity for the two vector
currents in SCET takes then the simple form

N�c�?�� Nc N� Nc��?�c D N�c
Nn=
2
�c N� Nc n=

2
� Nc C N�c Nn=

2
�5�c N� Nc n=

2
�5� Nc : (6.11)

Note that this relation involves an extra minus sign compared to (6.8), which arises
from anticommuting the fermion fields. The matrix element of the collinear fields
will be the parton distribution function. Because of parity invariance of the strong
interaction, the terms involving �5 have vanishing matrix elements and will be
dropped in the following.

Because the collinear and soft sectors no longer interact, each matrix element
must be a color singlet. When taking a collinear matrix element, we can thus average
over color

N�c;˛ Nn=
2
�c;ˇ ! 1

Nc
ı˛ˇ N�c;ı Nn=

2
�c;ı ; (6.12)
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where ˛; ˇ; ı are the color indices of the fields. After this averaging, the color
indices of the soft Wilson lines are all contracted among themselves and the soft
part of the matrix element takes the form

OWDY.x/ D 1

Nc
tr h0j NT �S�n .x/ S Nn .x/	T

�
S
�

Nn .0/ Sn .0/
�
j0i : (6.13)

We have absorbed one of the factors ofN�1c into the definition of the matrix element
so that OWDY.x/ D 1CO.˛s/. We need to use anti-time ordering on the Wilson lines
which arise from J

�
�.x/. The reason is that we are computing an amplitude squared,

see the first line of (6.5), so the propagators of the complex conjugate amplitude
have the opposite Ci0C prescription. A detailed discussion of this point is given
in Appendix C of [4]. The soft matrix element is a vacuum matrix element since
the initial state protons are composed of collinear fields and do not contain any soft
partons. Soft partons cannot be part of the proton since the soft scale EX � ƒQCD,
while the proton constituents fulfill p2 � l2 � ƒ2

QCD.
Let us now put together the result after the simplifications. According to (6.4),

the relevant quantity for the cross section is the hadronic tensor contracted with the
metric. It takes the form

.�g��/W �� D � 1

Nc

Z
d4x e�iq�x

Z
dr
Z

dr0
Z

dt
Z

dt0 CV .r; t/ C �V .r 0; t 0/


 OWDY.x/ hN1.p/j N�c.x C t 0 Nn/ Nn=
2
�c.t Nn/jN1.p/i


hN2.l/j N� Nc.rn/
n=

2
� Nc.x C r 0n/ jN2.l/i : (6.14)

The final step in the derivation will be to perform the multipole expansion of these
matrix elements. To perform the expansion, we need to know how the position-space
variable x� scales. This variable is conjugate to the momentum q� of the virtual
photon, which is a sum of a collinear and an anti-collinear incoming momentum.
We therefore infer that x� generically scales as .1; 1; 	�1/. At leading power, we
can thus set x� to zero in the collinear fields and xC D 0 in the anti-collinear
matrix element. From the generic scaling of x� one would also naively drop all x�

dependence in the soft matrix element OWDY.x/. The generic scaling of x� is relevant
for transverse momentum resummation, which will be discussed in Chap. 7. Near
the partonic threshold region the final state consists of soft gluons with definite
energy. We will need to consider the energy and the three-momentum of the soft
radiation instead of its light-cone components to perform the appropriate expansion.

We will consider the expansion for the soft function below, and first turn to the
collinear matrix elements which can be simplified further by noting that we do
not have collinear partons in the final state at the threshold (collinear radiation is
present for transverse momentum resummation, see Chap. 7). This implies that the
collinear partons are part of the proton and as such their transverse momenta are of
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order ƒQCD, much smaller than the transverse momentum of the final state photon.
Because of this, we can also expand away the transverse position dependence of
the collinear matrix elements, after which they only depend on the position space
variable conjugate to the large momentum and take the form

hN1.p/j N�c
�
xC C t 0 Nn

	 Nn=
2
�c.t Nn/ jN1.p/i

D Nn � p
Z 1

�1
dx1 fq=N1.x1; �/ e

i x1 .x
C

Ct 0 Nn�t Nn/�p : (6.15)

The variables t and t 0 appear in the convolutions with the Wilson coefficients in the
currents. The non-perturbative quantities fq=N1./ are the usual parton distribution
functions (PDFs) [24]. The variable x1 is the fraction of the proton momentum
carried by the quark field. Negative values correspond to the anti-quark distributions:
f Nq=N1 .x1/ D f �Nq=N1 .x1/ D �fq=N1.�x1/ [24]. The reason that these matrix elements
are exactly the same as the PDFs defined in QCD is that in the absence of soft
interactions the collinear Lagrangian is completely equivalent to the standard QCD
Lagrangian and the SCET collinear quark field is related to the standard quark field
 .x/ simply by �c.x/ D W �.x/

n= Nn=
4
 .x/. In terms of the QCD field the SCET

matrix element (6.15) reads

hN1.p/j N 
�
t 00 Nn	 Nn=

2
Œt 00 Nn; 0� .0/ jN1.p/i ;

where we set xC D 0 and t 00 D t 0 � t . In this expression we combined
W.t 00 Nn/W �.0/ D Œt 00 Nn; 0� into a finite length Wilson line connecting the two quark
fields.

We are now ready to combine all the ingredients to get the following form of the
hadronic tensor

.�g��W ��/ D 1

Nc

Z 1

0

dx1

Z 1

0

dx2 sj QCV .�Os; �/j2



Z
d4x OWDY.x; �/ e

i x�.x1 p�Cx2 l
C

�q/


 fq=N1.x1; �/f Nq=N2.x2; �/C (q $ Nq)
�
; (6.16)

where s D Nn � p n � l and Os D x1x2s are the hadronic and partonic squared center
of mass energy, respectively. (The symbol p� in Eq. (6.16) and in the equations
below refers to the minus light-cone component of the proton momentum and not
to the anti-lepton momentum as in Eq. (6.1).) The second term, where q and Nq
are interchanged, arises from the contribution to the current matching Eq. (6.6),
where the quark and anti-quark are interchanged which we did not explicitly write
down. Note that the x1 and x2 integrations only run over positive values, while
the integrations range from �1 < xi < 1 in the PDF matrix elements Eq. (6.15).
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The restriction to positive values arises from the fact that the final state in the
hard scattering, which consists of the Drell-Yan pair and soft QCD radiation, has
positive energy and invariant mass. It therefore has positive light-cone momenta
both in the plus and minus direction. By momentum conservation these are equal
to the incoming light-cone components x1 p� and x2 lC which enforces positive
momentum fractions. To explicitly show this, one can use a Fourier representation

OWDY.x; �/ D
Z
d4pXs
.2�/4

e�ix �pXs QWDY.pXs ; �/ : (6.17)

Integration over x then yields the four-momentum conservation ı-functions and
since pXs is a sum of final state momenta QWDY.pXs ; �/ has only support for
p
.0/
Xs
� 0.

The result in Eq. (6.16) contains the Fourier transform of the hard matching
coefficient

QCV .�Os; �/ D
Z

dr
Z

dtCV .r; t; �/e
�i x1 t Nn�pe�i x2 rn�l ; (6.18)

where the exponentials arise from the matrix element (6.15). We can further
simplify (6.16) by replacing QCV .�Os; �/ D QCV .�q2; �/ since we are close to the
production threshold. For the cross section, we then obtain

d� D d4q

.2�/4
4�˛2

3q2Nc
j QCV .�q2; �/j2

Z 1

0

dx1



Z 1

0

dx2
X
q

e2q

fq=N1.x1; �/f Nq=N2.x2; �/C (q $ Nq)

�



Z
d4x OWDY.x/ e

i x�.x1 p�Cx2 l
C

�q/ : (6.19)

Let us now be a bit more specific and compute the cross section differential in
the boson mass M2 D q2. To do so, we rewrite

Z
d4q D

Z
dM2

Z
d3q

2q0
: (6.20)

The electroweak boson (i.e. the virtual photon in the case considered here) near
threshold is produced with small transverse momentum, since the transverse
momentum has to be balanced by the soft radiation. We thus have q0 D pOsCO.	2/
and jEqj � 	2. Since the denominator in Eq. (6.20) does not depend on Eq to leading
power, we can then perform the Eq integration. This yields ı.3/.Ex/, so that we need
the soft function only for Ex D 0. In addition, the following relation holds

.x1 p� C x2 lC � q/.0/ D
pOs
2
.1 � z/CO.	4/ ; (6.21)
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where we defined z 	 M2=Os. One finds that 1 � z � O.	2/. In order to prove
Eq. (6.21) we start by observing that the l.h.s. coincides with the energy of the
additional final state partonic radiation, p.0/x . (We introduce the subscript x in
order to differentiate the final state radiation of the hard partonic process from the
complete hadronic final state introduced above and indicated with the subscript X .)
One can then take the square of the partonic momentum conservation to obtain

Os D M2 C 2q � px ; (6.22)

where we neglected the subleading term p2x � O.	2/. In the partonic center of mass

frame, where x1El C x2 Ep D 0, one has that Eq D � Epx , so that jEqj D j Epxj D p
.0/
x .

Therefore Eq. (6.22) can be rewritten as

Os D M2 C 2p.0/x
r
M2 C

�
p
.0/
x

�2 C 2 �p.0/x 	2 : (6.23)

By solving the equation above with respect to p.0/x one finds

p.0/x D
M.1 � z/

2
p

z
	 !

2
; (6.24)

which coincides with Eq. (6.21) once the relation between Os, M , and z is applied.
Our final result for the cross section then reads

d�

dM2
D H �

M2;�
	 Z 1

0

dx1

Z 1

0

dx2

X
q

e2q

fq=N1.x1; �/f Nq=N2 .x2; �/C (q $ Nq)

� 1pOsWDY

�p
Os.1 � z/; �

�
; (6.25)

where the Fourier transformed soft function is defined as

WDY.!; �/ D
Z

dx0

4�
OWDY.x; �/ e

i x0!=2 ; (6.26)

and the hard function is given by

H
�
M2;�

	 	 4�˛2

3M2Nc
j QCV .�M2;�/j2 : (6.27)

The result now shows that the perturbative expansion involves different scales. For
the hard function, the natural scale choice for the renormalization scale is � � M ,
while the scale characterizing the soft emissions is lower.
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6.2 Laplace Transformation and RG Equation for the Soft
Function

In this section we derive the RG equation satisfied by the soft function WDY and
solve it to resum the large logarithms of EX=M . To derive the equation, we will
work in the strict threshold limit, where the collider energy is just barely enough to
produce the lepton pair of mass M and the kinematics is such that the entire final
state is forced to be soft. In practice threshold resummation is used away from the
machine threshold, but near the threshold x1 � x2 � 1, full RG invariance of the
resummed cross section is ensured. Near threshold s ' Os ' M2 and the small
energy of the hadronic final state is given by EX ' ps �M . We now rewrite

d�

dM2
' 1

2
p
s

d�

dEX
: (6.28)

The Jacobian from M to EX has a minus sign since large invariant masses M
correspond to small energies EX . In Eq. (6.28) we assume than one integrates from
smaller to larger energies EX which cancels this sign. Near the machine threshold
M2 � s, we can rewrite Eq. (6.25) as follows

d�

dEX
D H.s; �/

X
q

e2q

Z
1

0

d Nx1
Z
1

0

d Nx2
Z
1

0

d! ı

�
EX �

p
s

2
Nx1 �
p
s

2
Nx2 � !

2

�


fq=N1.x1; �/ fNq=N2.x2; �/WDY.!; �/C (q $ Nq) ; (6.29)

where we use the notation Nxi D 1 � xi . To arrive at this form, we have introduced
an integration over the energy of the soft radiation and have rewritten the energy-
conservation ı-function in its original form by observing that the energy of the final
state partonic radiation p.0/x can be written as

!

2
	 p.0/x D

p
s �M„ ƒ‚ …
EX

� Œ Nx1 C Nx2�
p
s

2
; (6.30)

In words, this equation says that the small total energyEX in the final state is given
by the energies of the two proton remnants and the energy of the soft radiation.
We have furthermore extended the integration from 0 � Nxi � 1 to 0 � Nxi � 1.
This does not change the result since the energy conservation ı-function restricts
Nxi � 2EX=ps � 1 anyway.

To perform the resummation, we want to solve the RG equations of the soft
function and the PDFs. Proceeding directly in momentum space is cumbersome
because the RG equations involve convolutions of anomalous dimensions with the
functions in momentum space. Furthermore, the anomalous dimensions and also
the soft function itself are distribution valued. Both difficulties can be avoided
by transforming into a space where the factorization theorem becomes a product
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instead of a convolution. This can be achieved by a Fourier, Laplace or Mellin
transformation. Indeed, in the derivation of the factorization theorem we were
working with a position-space matrix element, which factorized into a product of
position-space matrix elements. To derive and solve the RG equations, it is most
convenient to perform a Laplace transformation, which, together with its inverse, is
given by

Qf .s/ D
Z 1
0

d! e�!sf .!/ ; and f .!/ D 1

2�i

Z cCi1

c�i1
ds e!s Qf .s/ ; (6.31)

and is obviously closely related to a Fourier transform. In the inverse Laplace
transform, the constant c is chosen in such a way that it is larger than the real part
of all singularities of Qf .s/. It has the property that it turns convolutions of the form
of Eq. (6.29) into products. The Laplace transform of the convolution

h.!/ D
Z 1
0

d!1

Z 1
0

d!2 ı.! � !1 � !2/f .!1/g.!2/ (6.32)

is the product of the Laplace transforms:

Qh.s/ D
Z 1
0

d!e�!sh.!/

D
Z 1
0

d!1

Z 1
0

d!2 e
�!1s�!2s f .!1/g.!2/

D Qf .s/ Qg.s/ : (6.33)

So, as promised, the Laplace transformation can be used to turn convolutions such as
the one in the factorization theorem Eq. (6.29) into products. Some useful properties
of the Laplace transform are obtained by considering the Laplace transform

Z 1
0

dx e�xs 1

x1�	
D s�	�.	/

D 1

	
� ln.se�E /C 1

2

�
�2

6
C ln2.se�E /

�
	C : : : : (6.34)

When acting on a function with support from x D 0 : : : 1, the expansion of the
original function yields a series of distributions

1
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�
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�
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x

�
C
C : : : ; (6.35)



6.2 Laplace Transformation and RG Equation for the Soft Function 75

which can be seen by using a test function '.x/

Z 1

0

dx
1

x1�	
'.x/ D

Z 1

0

dx
1

x1�	
Œ'.x/ � '.0/C '.0/�

D '.0/

	
C
Z 1

0

dx
x	

x
Œ'.x/ � '.0/� : (6.36)

Comparing the individual orders in the expansion in 	, we can read off the Laplace
transforms of ı-functions and plus distributions.

Armed with these results, we now return to the cross section and take its Laplace
transform. We follow [19] and set s D 1=.�e�E /. The variable � has the same mass
dimension as the original variable and this choice eliminates the factors of e�E on
the r.h.s of Eq. (6.34). For the Laplace transform with respect to EX we obtain

Q�.�/ D
Z 1
0

dEX e
�EX=.�e�E / d�

dEX

D H.s; �/
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Qfq
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�
QsDY.2�; �/C (q $ Nq) :

(6.37)

The Laplace transforms of the soft function and PDFs are given by

QsDY.�; �/ 	
Z 1
0

d! e�!=.�e�E /WDY.!; �/ (6.38)

and

Qfq=N .�; �/ D
Z 1
0

d Nx exp

�
� Nx
�e�E

�
fq=N .x; �/ : (6.39)

The r.h.s. of Eq. (6.37) is simply the product of the hard, soft, and collinear
functions, where the latter coincides in this case with the parton distribution
functions.

We can now obtain the RG-equation of the soft function QsDY.�; �/ from the
known equations for the hard function and the PDFs. For x ! 1, the PDFs satisfy a
simplified Altarelli-Parisi equation

df q=N .z; �/

d ln�
D
Z 1

z

dx

x
P.x/fq=N .z=x; �/ ; (6.40)

where the splitting function P.x/ is given by

P.x/ D 2CF �cusp.˛s/

�
1

Nx
�
C
C 2�fq .˛s/ı. Nx/ ; (6.41)
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The splitting function P.x/ contains the part of the full Altarelli-Parisi kernel
Pq q.x/ which becomes singular in the threshold limit Nx 	 1 � x ! 0. The
remainder, as well as the splitting into other partons described by kernels such as
Pg q.x/, is non-singular and can be neglected in the threshold limit. The anomalous
dimension at first order in the strong coupling constant is �fq D 3CF˛s=.4�/, the
two-loop result can be found in Appendix I. Up to terms which are power suppressed
in the limit z! 1, we can rewrite Eq. (6.40) in the form

df q=N .z; �/

d ln�
D
Z 1
0

d Nx
Z 1
0

d Ny P.x/ fq=N .y; �/ ı.Nz � Nx � Ny/ ; (6.42)

which is precisely the type of convolution which the Laplace transform turns into a
product. Using our result in Eq. (6.34), the transformed equation reads

d Qfq=N .�; �/
d ln�

D 2 CF �cusp.˛s/ ln � C �fq .˛s/
� Qfq=N .�; �/ : (6.43)

To derive the RG equation satisfied by the soft function, one observes that the
differential cross section must be independent of the scale �, so that one finds

d

d ln�
Q�.�/ D �H C 2�f C �s� Q�.�/ D 0 ; (6.44)

where the �’s indicate schematically the anomalous dimensions of the hard
function, the parton distribution functions, and the soft function, respectively. The
hard function is given by the absolute value squared of CV . Its RG equation was
discussed in detail in Sect. 5.1. For the Drell-Yan process, the function CV .Q2; �2/

is evaluated at Q2 D �M2 � i0C so that

�H D �CV C ��CV D 2ReŒ�CV � D 2
�
CF �cusp.˛s/ ln

M2

�2
C �V .˛s/

�
: (6.45)

Using the explicit form of the anomalous dimension of the PDF in Eqs. (6.43) and
solving Eq. (6.44) with respect to �s one then finds
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��W

: (6.46)

In the second line, we have used that M ' s in the threshold region to show that
the dependence on the hard scale cancels out.
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The above anomalous dimension is relevant for the cross section Eq. (6.37) which
is proportional to QsDY.2�; �/. The RG equation satisfied by the Laplace transform
of the soft function itself is thus

d QsDY.�; �/

d ln�
D
�
�4CF �cusp.˛s/ ln

�
�

�

�
� 2�W .˛s/

�
QsDY.�; �/ : (6.47)

The RG equation above can be solved in the same way as the RG equation for the
Wilson coefficient of the Sudakov form factor discussed in Sect. 5.1. One finds that
the solution of the equation is

QsDY.�; �/ D exp
�4CFS.�s; �/C 2A�W .�s; �/� QsDY.�; �s/

�
�2

�2s

��
; (6.48)

where the functions S , A�W , and A�cusp are defined in Eqs. (5.13) and � 	
2CFA�cusp.�s; �/.

In order to compute the resummed cross section in momentum space, we would
like to perform the inverse Laplace transform. To do so, we observe that the �-
dependence of the solution is very simple. To any order in perturbation theory, the
function QsDY.�; �s/ is a polynomial in the logarithm

L D ln
�2

�2s
; (6.49)

which is multiplied by a factor .�2=�2s /
� from the RG evolution. In fact, powers of

logarithms can be obtained as derivatives with respect to �

Lm
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�2s
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�
�2

�2s

��
: (6.50)

Because of this relation it is convenient to write the Laplace transformed function as
a function of the logarithm L and one can then replace QsDY .L;�s/! QsDY

�
@�; �s

	
in Eq. (6.48). The computation of the inverse Laplace transform now boils down to
obtaining the inverse of �2�. By dimensional analysis, the inverse must be given by
a function of � times !2��1. To determine the prefactor, let us compute the Laplace
transform of !2��1:

Z 1
0

d! e�!=.�e�E /!2��1 D �.2�/ e2��E �2� : (6.51)

From this result and our discussion above, we conclude that if one usesL as the first
argument in QsDY the inverse transform can be written as [4]
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This expression for WDY.!; �/ is well defined for � > 0, which is fulfilled for
�s > �. For the effective field theory, this ordering is natural: one would first
compute the soft contributions at the relevant perturbative scale �s and then evolve
down to a low scale � where the PDFs are evaluated. However, in fixed-order
computations the scale � in the PDFs is typically chosen of order the hard scale
and since the PDF fits were performed with this scale choice, it is preferable to
adopt the same choice in the effective theory. Therefore, we need to be able to
evaluate integrals with respect to ! for negative values of �; this is done by analytic
continuation. For instance, to obtain the result for �1=2 < � < 0, it is necessary to
employ the identity

Z �

0

d!
f .!/

!1�2�
D
Z �

0

d!
f .!/ � f .0/

!1�2�
C f .0/

2�
�2� ; (6.53)

where f .!/ is a smooth test function. If necessary, it is possible to analytically
continue the integral on the l.h.s. of this Eq. (6.53) to the region � < �n=2 for an
arbitrary positive integer n. This can be done by subtracting an increasing number
of terms from the Taylor expansion of f .!/ at ! D 0 in the r.h.s. of Eq. (6.53).

6.3 Drell-Yan Soft Matrix Element

We now calculate the soft function WDY at order ˛s . Together with the form factor
CV , we will then have all the one-loop ingredients of the factorization theorem.
The calculation outlined below is carried out in momentum space, however, the soft
function can also be calculated in position space, see Appendix B.5. The function
WDY at two loop order can be found in [25]. In this section, we compute the bare
soft function. The poles in "will then be removed by renormalization in the modified
minimal subtraction scheme.

To perform the calculation, we need Feynman rules for gluons emitted from the
Wilson lines. The simplest form of these Feynman rules is obtained by treating
a Wilson line in the n direction as a particle flying along this direction. This
particle has a Feynman rule igsn�ta for the coupling to gluons and, after absorbing
gluons of momentum k, an eikonal propagator i=.n � k/. This kind of treatment
is possible because the soft emissions encoded in the Wilson line indeed arise
from a particle propagating along the n direction. A formal derivation of these
Feynman rules, obtained by expanding the Wilson line exponential in powers of
the coupling constant and by subsequently performing a Fourier transform, is given
in Appendix E.

To perform the momentum-space computation, it is best to first rewrite the
Fourier transformed soft function Eq. (6.26) as an amplitude squared. To do so, we
insert a complete set of states between the Wilson line products in Eq. (6.13) and
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Fig. 6.1 One loop Feynman
diagram contributing to the
soft function. The vertical
line (the “cut”) indicates that
the gluon crossing it is
on-shell

k

n n

n̄ n̄

translate the fields to x D 0 using the momentum operator. The Fourier integral
then takes the form

WDY.!; �/ D
Z

dx0

4�
ei x

0!=2


 1

Nc

XZ

X

trh0jeiP 0x0 NT �S�n .0/ SNn .0/	 e�iP 0x0 jXihX jT
�
S
�

Nn
.0/ Sn .0/

�
j0i

D 1

Nc

XZ

X

trh0j NT �S�n .0/ SNn .0/	 jXihX jT
�
S
�

Nn
.0/ Sn .0/

�
j0iı.! � 2EX/:

(6.54)

To get the second equation, we have acted with the energy operator on the states
and have then performed the x0-integral. Up to the fact that the color indices are
contracted, the final result indeed has the form of an amplitude squared, describing
emissions from two Wilson lines with energy EX . The one-emission result for the
soft function Eq. (6.54) is obtained from the diagram shown in Fig. 6.1, where a
soft gluon is exchanged between the two quark Wilson lines, plus the corresponding
contributions in which the gluon connects the other two lines, which gives the same
result. We work in Feynman gauge, where the gluon propagator is proportional to
g�� . Because of this, diagrams where a gluon connects two Wilson lines in the same
direction vanish, because they are proportional to n� n�g�� D n2 D 0. In addition
to the real emission diagrams, one should also include loop corrections, but these
lead to scaleless integrals and all vanish in dimensional regularization.

The entire computation thus boils down to the evaluation of the following integral
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ı .! � 2k0/ ; (6.55)
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where k is the momentum of the gluon crossing the cut in the diagram. The color
trace is tr.tata/ D CFNc and the integration measure can be rewritten as follows

Z
ddk � .k0/ D 1

2

Z 1
0

dkC
Z 1
0

dk�
Z
dd�2k? ; (6.56)

where here kC D k0 C kz D n � k and k� D k0 � kz D Nn � k. Consequently, the
integral in Eq. (6.55) becomes

W bare
DY .!/ D ı.!/C 2g2sCF

.2�/d�1

Z 1
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dkC
Z 1
0

dk�
Z
dd�2k?

1

kCk�

ı �kCk� C k2?	 ı .! � kC � k�/ : (6.57)

The angular integrals are trivial and we rewrite

Z
dd�2k? D �d�2

Z 1
0

dkT k
d�3
T ; (6.58)

where kT is the magnitude of the transverse spatial momentum, k2T 	 �k2? and the
d -dimensional solid angle is�d D 2�d=2=�.d=2/. Next, we integrate over kT and
k�, which eliminates the two ı functions. After this, the integral in Eq. (6.57) can
be rewritten as

W bare
DY .!/ D ı.!/C ˛0s .4�/

"CF

��.1 � "/
Z !

0

dkC
1

.kC.! � kC//1C"
; (6.59)

where we have explicitly indicated that the coupling constant in the diagram is the
bare one, ˛0s D g2s =.4�/. The upper limit of integration is determined by the fact
that the last delta function in Eq. (6.57) fixes k� D ! � kC, where both kC and !
are positive. The remaining integral can easily be carried out, which yields the result

W bare
DY .!/ D ı.!/C Z˛˛s

�
CF

1

!

��
!

�2" e"�E�.1 � "/
"2� .�2"/ ; (6.60)

in which we have expressed the bare coupling through the renormalized coupling
constant ˛s 	 ˛s.�/ in the MS scheme via the relationZ˛ ˛s �2" D e�"�E .4�/"˛0s .
The renormalization factorZ˛ D 1CO.˛s/ can be set to one at the accuracy we are
working. We can easily calculate the Laplace transformed soft function QsDY defined
in Eq. (6.38), using result Eq. (6.51). Expanding around " ! 0 we obtain the bare
function QsDY at order ˛s , which reads

Qsbare
DY .�/ D 1C

˛s

4�
CF

�
4

"2
� 4L

"
C 2L2 C �2

3

�
; (6.61)
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where L D ln �2=�2. One can also take the inverse Fourier transform with respect
to ! of Eq. (6.60) to get the expression in position space for OW bare

DY .x0/:

OW bare
DY .x0/ D

Z 1
0

d!e�i !2 x0W bare
DY .!/ D 1C ˛s.��2x20=4/"CF

�

e"�E�.1 � "/
"2

;

(6.62)

which agrees with the result Eq. (B.62) in Appendix B.5 obtained by computing
directly in position space. Expanding in " one finds
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DY .x0/ D 1C ˛s
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C 4L0
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C 2L20 C

�2

3

�
CO.˛2s / ; (6.63)

where

L0 D ln

�
�1
4
�2x20e

2�E

�
: (6.64)

It is easy to show, by applying the Laplace transform in Eq. (6.38) to Eq. (6.26), that
the soft function in position space OWDY.x0; �/ has the same functional form as the
soft function in Laplace space QsDY.L;�/. Indeed, one obtains one from the other by
replacing the argument in the following way:

Qsbare
DY .�/ D OW bare

DY

�
x0 D �2i

e�E �

�
; (6.65)

which is equivalent to replace L0 with �L in Eq. (6.63).
In the following we will need the renormalized soft function, which is finite in

the limit "! 0. In momentum space the renormalization will involve a convolution
with a Z-factor, since the soft function is distribution valued, but in Laplace
(and position space), renormalization is multiplicative, as discussed in Sect. 6.2.
The renormalized functions can be obtained by multiplying the bare functions by
a renormalization factor Z�1s .˛s; L; "/. At the one-loop level, the renormalized
function is obtained by simply dropping the divergent parts of the bare function,
and reads

QsDY.�; �/ D 1C ˛s

4�
CF

�
2L2 C �2

3

�
; (6.66)

In contrast to the bare function, this function depends on � and the reader can easily
verify that it fulfills the RG equation derived in Sect. 6.2.
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6.4 Resummation of Large Logarithms

The partonic Drell-Yan cross section factors into the product of the squared Wilson
coefficient and the soft function, as shown in Eq. (6.25). The product of these two
terms describes the hard partonic scattering; the physical (hadronic) cross section
is obtained by integrating the product of the hard-scattering kernel and the parton
distribution functions over the appropriate domain. In Chap. 5 we solved the RG
equation satisfied by the Wilson coefficient QCV (cf. Eqs. (5.9), (5.12)), while the
solution of the RG equation satisfied by the soft function was presented in Sect. 6.2
above. By combining these two elements we obtain a resummed formula for the
hard scattering kernel.

Equations (5.12) is valid for space-like momenta; the solution of the RG equation
for the function QCV needed in Drell-Yan scattering can be obtained from the one
valid for space-like momenta by analytic continuation. The sign of the imaginary
part extracted from the logarithm in the RG equation can be determined by writing
explicitly the infinitesimal imaginary part of M2. The RG equation becomes [4]

d

d ln�
QCV .�M2 � i0C; �/

D
�
CF�cusp.˛s/

�
ln
M2

�2
� i�

�
C �V .˛s/

�
QCV .�M2 � i0C; �/ ; (6.67)

and its solution is

QCV .�M2 � i0C; �f / D exp

2CFS.�h; �f / �A�V .�h; �f /C i�CFA�cusp.�h; �f /
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�2h

�
�CF A�cusp .�h;�f / QCV .�M2;�h/ : (6.68)

The functions S and A�i are defined in Eq. (5.13).
Following the notation employed in [4], one can define the hard-scattering

kernel as

C.z;M;�f / 	
ˇ̌ QCV .�M2;�f /

ˇ̌2pOs WDY

�p
Os.1 � z/; �f

�
: (6.69)

To get the resummed result, we simply insert the solutions of RG equations of the
soft function, Eq. (6.52), and the hard function, Eq. (6.68), into Eq. (6.69). The result
can be simplified by making use of the relations
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ln
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�s
; (6.70)
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as well as �W D 2�fq C �V . In this way one finds
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where the evolution function U is defined as
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The factor .�s=!/�2� in Eq. (6.71) can be moved to the left of the soft function QsDY

to obtain
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The explicit z dependence of the hard-scattering kernel can be obtained by inserting
the relation ! DM.1 � z/=

p
z. Finally, one obtains
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As it was observed after Eq. (6.52), the formula above is well defined for � > 0,
which corresponds to the case �s > �f . In the physically more relevant case in
which �s < �f , � < 0; consequently the integrals of lnn.1 � z/=.1 � z/1�2�
with test functions f .z/ must be defined using a subtraction at z D 1 and analytic
continuation in �. This procedure gives rise to plus distributions in the variable 1�z.

The resummed formula for the hard-scattering kernel, Eq. (6.74), is formally
independent from the hard scale �h and the soft scale �s . As long as �h � M

and �s � !, the Wilson coefficient QCV and the soft function QsDY in Eq. (6.74) are
free of large logarithms and can be evaluated in perturbation theory. (We remind
the reader that �s � ƒQCD.) A residual dependence on �s and �h in the hard-
scattering kernel arises precisely form the fact that the matching coefficients and
the anomalous dimensions are evaluated only up to a given order in perturbation
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theory. The residual higher-order scale dependence can be employed to asses the
perturbative uncertainty, as we will discuss in detail in Sect. 6.6. The dependence on
the factorization scale �f cancels formally in the convolution of the hard-scattering
kernel with the parton distribution functions.

The fixed-order expression for the hard scattering kernel in perturbative QCD
includes terms which are singular in the z ! 1 limit (plus distributions and Dirac
delta functions). These singular terms can be obtained by setting �s D �f D �h in
Eq. (6.74) and by expanding the formula in powers of ˛s . In particular this implies
that after taking the derivatives with respect to �, one should take the limit � D
0. We further discuss the derivation of these approximate formulas in fixed order
perturbation theory in Sect. 6.7.

The resummed expression for the hard-scattering kernel can be evaluated at
any desired order in resummed perturbation theory. Different levels of accuracy
require the evaluation of the matching coefficients and anomalous dimensions at
different orders in perturbation theory; Table 6.1 summarizes the situation. There
are two different ways to label the level of accuracy at which a resummed formula
is evaluated. In the counting scheme of RG-improved perturbation theory, the LO
approximation includes all terms of O.1/, the NLO approximation includes all of
the terms of O.˛s/, and so on. In this framework, the large logarithms are eliminated
in favor of coupling constants at the different scales in the problem by using the
relation

ln

�
�h

�s

�
D
Z ˛s.�h/

˛s.�s/

d˛

ˇ.˛/
(6.75)

and expanding in ˛s.�h/ and ˛s.�s/. This relation and the fact that ˇ.˛/ � ˛2

also makes it obvious that one has to count ln.�h=�s/ as � 1=˛s. Traditionally,
one instead expands in a single coupling constant, typically ˛s.�h/, while treating
˛s.�h/ ln.�h=�s/ as an O.1/ quantity. One then counts how many towers of
logarithms are resummed. NmLO accuracy corresponds to NmC1LL accuracy in
the logarithmic counting. The logarithms are counted after their exponentiation.
Because of this, a result at NmLL accuracy actually predicts the first 2m logarithms
in the cross section, see Table 6.1. It is necessary to organize the counting in the
exponent because the LL and NLL terms count as O.1=˛s/ and O.1/ in a region
where ln.�h=�s/ � 1=˛s and cannot be expanded out. Since it is not immediately
clear whether NnLO accuracy refers to standard or RG-improved perturbation

Table 6.1 Different approximation schemes for the evaluation of the resummed cross-section
formulae

RG-impr. PT Log. approx. Accuracy � ˛ns Lk �cusp �V , �� CV , QsDY

– LL k D 2n 1-loop Tree-level Tree-level

LO NLL 2n� 1 � k � 2n 2-loop 1-loop Tree-level

NLO NNLL 2n� 3 � k � 2n 3-loop 2-loop 1-loop

NNLO NNNLL 2n� 5 � k � 2n 4-loop 3-loop 2-loop
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theory, it is by now common to also denote the SCET results by their logarithmic
accuracy. The reader should however be aware that only if the computation in RG
improved perturbation theory is properly organized, all of the logarithms which
can be predicted at this accuracy will be fully included in the result, see [21] for
a detailed discussion of this point.

An analysis of the Drell-Yan resummed cross section at NNNLL (matched to
NNLO fixed-order calculations) is carried out in [4] and we will now discuss
some important aspects of this analysis which are also relevant for other processes
analyzed by using SCET. Before doing so, let us note in passing that it is not
uncommon to include CV , QsDY one order higher than what is indicated in the
Table 6.1. In the SCET literature, this is referred to as NmLL0 accuracy and predicts
all logarithms up to 2n�2m in the cross section at the n-order in perturbation theory;
one logarithm more than in the standard counting. In traditional resummation
literature NmLL accuracy can indicate primed or unprimed counting, and one
therefore needs to check on a case-by-case basis what is meant.

6.5 Dynamical Threshold Enhancement

We now discuss two closely related questions. The first one is whether the threshold
approximation on which our computation is based yields a good approximation to
the full cross section. The second one is how large the logarithms are which occur
in the hadronic cross section. The answers to these questions are related because
the relevant quantity is in both cases the typical energy of the soft radiation. The
factorization formula Eq. (6.25) is based on a leading-power expansion of the soft
energy scale over the Drell-Yan mass M and the corrections are thus suppressed
by the ratio of these two scales. The same scale ratio also governs the size of the
logarithms. Our RG-improved result Eq. (6.74) resums logarithms of �h=�s . To
resum the logarithms in the cross section, these scales must be chosen appropriately
in order to avoid large logarithms in the perturbative expansion of the hard and
soft functions. For the hard function, it is obvious that this is achieved by setting
�h �M . We will now discuss in some detail what the appropriate choice for �s is.

A naive way to avoid large logarithms in the soft function appearing on the r.h.s.
of Eq. (6.74) would be to choose the soft scale so that �s � M.1 � z/ to avoid
logarithms inside the z-integral. However, as z ! 1 the scale becomes arbitrarily
small which would lead to Landau singularities in the integrand and would spoil
the scale separation upon which the SCET approach is based. However, it is not
necessary to avoid logarithms on the level of the integrand in order to not have
logarithms in the result. To avoid logarithms in the cross section, one should choose
�s as the average energy of the soft radiation. To see what the typical soft energy
is, and whether the partonic threshold indeed yields the dominant contribution to
the cross section, we need to analyze the convolution of the hard scattering kernel
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with the PDFs. To do so, we use Eqs. (6.25) and (6.69) and rewrite the threshold
contribution to the pair invariant mass distribution as

d� thresh

dM2
D 4�˛2

3NcM2s

X
q

e2q

Z
dx1
x1

dx2
x2

C.z;M;�f /


 fq=N1.x1; �f / f Nq=N2 .x2; �f /C .q $ Nq/� ; (6.76)

where we introduced the quantity � 	 M2=s so that z D �=.x1x2/, and the
integration is restricted to the region where x1x2 � � . One can further rewrite this
result by introducing the parton luminosity ff , defined as the Mellin convolution of
the PDFs2:

ff .y; �f / D
X
q

e2q

Z 1

y

dx

x


fq=N1.x; �f / f Nq=N2 .y=x; �f /C .q $ Nq/

�
: (6.78)

In this way, the lepton-pair invariant mass distribution can be brought into the simple
form

d� thresh

dM2
D 4�˛2

3NcM2s

Z 1

�

dz

z
C.z;M;�f / ff .�=z; �f / D 4�˛2

3NcM2s
.C ˝ ff / .�/ ;

(6.79)

Equation (6.79) shows explicitly that the calculation of physical observables such
as the invariant mass distribution requires to evaluate an integral over z in the range
z 2 Œ�; 1�. One might therefore wonder if calculations of the functionC in the z! 1

limit, such as the one which we discussed in the previous section, are sufficient in
order to obtain reliable predictions for physical quantities such as the pair invariant
mass distribution.

There are two situations in which the contribution of the threshold region to the
physical cross section is enhanced. The first is the strict threshold limit in which
� � 1 so that the integration variable z is necessarily in the threshold region.
This situation is not relevant phenomenologically, because the partonic luminosity
is extremely small in that region. A second, more interesting situation in which
the z ! 1 region of the partonic cross section provides the numerically dominant
contribution to the physical quantity arises when the partonic luminosity is a steeply
falling function as Nz D 1� z increases. The behavior of the partonic luminosity as a
function of its argument is found in Fig. 6.2. The figure refers to the case in which the

2We remind the reader that the Mellin convolution of two functions f and g is defined as

f ˝ g.y/ �
Z 1

y

dx

x
f .x/g

�y
x

�
D
Z 1

y

dx

x
g.x/f

�y
x

�
: (6.77)
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Fig. 6.2 Fall-off of the parton luminosity function ff .y; �f / for �f D 8GeV. The dashed lines
show the asymptotic behavior for small and large y. Figure taken from [4]

factorization scale is set to 8 GeV. The partonic luminosity is approximately equal
to y�a, with a � 1:8 for y ! 0, and approximately proportional to .1 � y/b with
b � 11 for y ! 1. The figure shows that these two simple functions of y describe
the partonic luminosity well in the regions y < 0:05 and y > 0:3, respectively.

Using the approximate form of the parton luminosity in the region of large � >
0:3, we can approximate

d� thresh

dM2
� 4�˛2

3NcM2s
ff .�; �f /

Z 1

�

dz

z

�
1 � �=z

1 � �
�b
C.z;M;�f / : (6.80)

If in Eq. (6.80) one expands the factor raised to the exponent b in powers of Nz
and treats b as a large parameter, it is possible to see that the prefactor of the
function C is large (i.e. of order 1) if Nz < .1 � �/=b. Therefore, there is an
enhancement of the partonic threshold region even if � is not close to 1 and one
should choose�s �M .1��/=b to avoid large logarithms in the convolution of the
hard-scattering kernel with the luminosity. This phenomenon goes under the name
Dynamical Threshold Enhancement. In the region of small � < 0:05, the appropriate
approximation is

d� thresh

dM2
� 4�˛2

3NcM2s
ff .�; �f /

Z 1

�

dz

z
za C.z;M;�f / ; (6.81)

Extending the integration down to � D 0, one obtains the a-th moment of the hard-
scattering coefficient C.z;M;�f /. The moment-space cross section is given in [4]
and one finds that the appropriate soft scale in moment space is M=.ae�E / � M=3,
somewhat, but not much smaller than the Drell-Yan mass. In the intermediate regime
0:05 < � < 0:3 one can use a numerical procedure to determine the soft scale [4].
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To do so, one analyzes the perturbative corrections to the soft function numerically
as a function of the renormalization scale and then chooses the soft scale in the
region where there are no large logarithms in this function, see [4] for details. An
alternative method was put forward recently in [22]. In this method the soft scale is
determined from a moment expansion of the parton luminosity ff .y/ around y D
� . This corresponds exactly to the approximation Eq. (6.81) for small � < 0:05,
but the authors of [22] perform a systematic expansion of the luminosity and show
that this type of treatment also works at higher � if one allows for an exponent a
which depends on � . Numerically, the resulting value of �s is very similar to the
one obtained in the numerical approach of [4].

While the typical scale of the soft emissions is often not much lower than M for
moderate and small values of � , the numerical studies carried out in [4] show that
the Drell-Yan cross section is nevertheless well approximated by keeping only the
leading singular terms in the partonic hard scattering kernels, which are included
in the function C in Eq. (6.69) and the same is true for many other processes.
The reason is an inherent property of the hard-scattering kernels of hadronically
inclusive observables, which appear to receive the largest radiative corrections
from the region of phase space corresponding to Born kinematics. In other words,
the effects of hard real emissions appear to be suppressed compared with virtual
corrections and soft emissions. For these reasons, threshold resummation is useful
for a variety of processes of interest in collider physics. Among these are Higgs
production [11], top-quark pair production [12, 13], slepton-pair production [16],
stop-pair production [17]. In all these cases the resummation formalism discussed
in this section can be employed in order to obtain physical predictions including
soft gluon emission corrections at all orders in perturbation theory up to the desired
logarithmic accuracy.

6.6 Numerical Results

Having discussed the value of the soft scale �s , we now turn to numerical
predictions. We will show some numerical results taken from the detailed phe-
nomenological study of resummation to NNNLL in [4] and discuss how the
theoretical uncertainties of the resummed results can be estimated. Table 6.1 shows
the ingredients which are needed at this accuracy. One of them, the four-loop cusp
anomalous dimension � cusp

3 , is not yet available and is estimated using the simple
Padé estimate � cusp

3 D .� cusp
2 /2=�

cusp
1 . Numerically, the effect of � cusp

3 is tiny.
When performing a fixed-order computation of a cross section, one obtains a

result which contains a single renormalization scale �. Formally the cross section
is independent of �, but when computing to a fixed order, say NLO, a higher-order
dependence on the scale � remains. One can therefore use the � dependence of
the NLO result as an estimate of the size of the NNLO corrections. It is common
practice to vary the scale � by a factor two around a default value to estimate
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the perturbative uncertainty.3 This procedure is clearly somewhat arbitrary, but
experience shows that it gives a reasonable uncertainty estimate in many (though
not all) cases. When a given computation involves multiple scales, an immediate
problem with this procedure is that it is not at all clear what one should adopt as the
default scale. In such cases, a conservative approach in the context of a fixed-order
computation, would be to vary the scale from the lowest to the highest scale in the
problem.

The uncertainty estimate in SCET is performed in exactly the same way, by scale
variation. However, an important advantage of the effective theory framework is
that we have separated the contributions associated with different scales and we can
choose an appropriate value for the scale in each case. Instead of a single scale�, the
resummed hard scattering kernel Eq. (6.74) depends on the scale �h, which governs
the perturbative expansion of the hard function, on �s , which is relevant for the
soft corrections, and on the factorization scale �f . The stability of the resummed
expression for the Drell-Yan cross section with respect to the variation of the hard,
soft and factorization scale can be studied by looking at Fig. 6.3, taken from [4]. The
quantity plotted in the four panels is

K
�
M2; �

	 	
�
d�

dM2

���
d�

dM2

ˇ̌
ˇ̌
LO

�
: (6.82)

The pair invariant mass is set at M D 20 GeV and the plots were produced by
employing MRST04NNLO PDFs. The numerator of the fraction in Eq. (6.82) is
obtained by evaluating Eq. (6.79); the denominator of that fraction is evaluated by
keeping �f D M even when the factorization scale is varied in the numerator.
The first-row panels show the excellent convergence of the perturbative expansion
(after resummation) with respect to the variation of the hard and soft scales. The
bands corresponding to the NLL, NNLL, and NNNLL resummation overlap, and
the dependence on the matching scales �h and �s becomes negligible beyond NLL,
indicating that the residual perturbative uncertainty is very small. The range for the
soft scale variation �Is < �s < �IIs was obtained using the numerical procedure
to determine the soft scale, which we discussed above in Sect. 6.5. The numerical
values of �Is and �IIs can be found in [4].

The lower left panel in Fig. 6.3 shows the dependence of the resummed Drell-
Yan cross section at the various logarithmic accuracies with respect to variations
of the factorization scale. One observes that both the convergence and the scale
dependence are much improved by the resummation. The quality of the results can
be further improved by performing a matching computation, i.e. by adding the non-
threshold terms in fixed-order perturbation theory. This is also necessary to obtain

3In fixed-order computations one often introduces a second scale by re-expanding ˛s.�/ in terms
of the coupling ˛s.�r / at a different scale, the renormalization scale �r . The original scale �
remains in the PDFs and is called the factorization scale �f , and varied independently from �r by
a factor of two.
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Fig. 6.3 Dependence of the resummed Drell-Yan cross section forM D 20GeV on the scales �h,
�s , and �f . The bands show the K-factor obtained at NLL (light), NNLL (medium), and NNNLL
(dark). The last plot shows for comparison the �f dependence in fixed-order perturbation theory
at LO, NLO, and NNLO

results which are fully �f -independent, because the threshold terms only cancel the
end-point behavior of the Altarelli-Parisi equations, see Eq. (6.40).

Finally Fig. 6.4, also taken from [4], shows the comparison between resummed
results at NLL, NNLL and NNNLL accuracy and the fixed order perturbation
theory calculations at LO, NLO, and NNLO. The plot refers to the LHC running
at a center of mass energy of 14 TeV and shows calculations which include only
contributions of diagrams mediated by a virtual photon.4 The differences between
the two sets of curves show the effect of the resummation. The figure shows that
resummation accelerates the convergence of the perturbative expansion. On the
other hand, the plots also show that the most important logarithmic corrections are
contained in the fixed-order NNLO results, at least for moderate lepton-pair masses.
Similar conclusions apply to other processes where threshold resummation has been
carried out.

4Including the Z0 channel would not alter our results for the K-factor significantly.
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Fig. 6.4 Resummed (solid lines) versus fixed-order results (dashed lines) for the K-factor as a
function ofM . The light, medium, and dark lines correspond to LO, NLO, and NNLO, respectively.
Default values are used for all scales

6.7 Approximate Fixed-Order Formulas

In the previous sections we described the resummation up to NNNLL of the soft
gluon emission corrections. For some processes in which the soft gluon corrections
are numerically dominant but not large enough as to require all-order resummation,
it can be convenient to employ Eq. (6.74) in order to extract approximate fixed-
order formulas for the hard scattering kernel. In the recent past, this procedure was
followed in several cases in which full NNLO calculations were not yet available,
such as top-quark pair production and top-squark pair production.

Fixed-order formulas can be recovered from Eq. (6.74) by setting �f D �h D
�s D �. With this scale choice, the evolution factor U is equal to unity and
� D 2CFA�cusp.�s; �f / goes to zero. Therefore, in this case the hard scattering
kernel C can be written as

C .z;M;�/ D Qc �@�;M;�	
�
M

�

�2�
e�2�E�

� .2�/

z��

.1 � z/1�2�

ˇ̌
ˇ̌
ˇ
�!0

; (6.83)

where

Qc .L;M;�/ 	 ˇ̌ QCV ��M2;�
	ˇ̌2 QsDY .L;�/ : (6.84)

By inserting the analytic expressions of CV and QsDY up to order ˛ns in Eq. (6.83) it
is possible to recover in full the fixed order expression of the hard scattering kernels
up to order ˛ns in the soft emission approximation, i.e., in our case, in the limit in
which terms which are not singular when z! 1 are ignored.
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However, the benefit of this technique resides in the fact that, if one knows the
Wilson coefficient CV and the soft function QsDY up to NnLO, one can employ the
RG equations satisfied by these two functions in order to calculate all of the terms
proportional to ln.�/ in CV up to NnC1LO as well as all of the terms proportional
to L in QsDY up to NnC1LO. Equipped with this information, one can obtain an
approximate NnC1LO formula for the hard scattering kernelC from Eq. (6.83). Such
a formula will include all of the terms proportional to the plus distributions

Pn.z/ 	
�

lnn.1 � z/

1 � z

�
C
: (6.85)

In other words, fixed order calculations of the hard and soft functions up to order
˛ns supplemented by the RG equations are sufficient in order to obtain information
about a numerically large set of corrections of order ˛nC1s to C . However, this
approach does not allow one to completely reconstruct the terms proportional to
ı.1� z/ at order NnC1LO and these can have a non-negligible numerical impact.

Expanding the factor .1 � z/�1C2� in distributions by means of Eq. (6.35), one
can show that to take the derivatives with respect to � and then to take the limit
�! 0 in Eq. (6.83) is equivalent to make the following set of replacements in Qc in
Eq. (6.84):

1! ı.1� z/ ;

L! 2P 00.z/C ı.1� z/LM ;

L2 ! 4P 01.z/C ı.1� z/L2M ;

L3 ! 6P 02.z/ � 4�2P 00.z/C ı.1� z/
�
L3M C 4�3

	
;

L4 ! 8P 03.z/ � 16�2P 01.z/C 128�3P 00.z/C ı.1� z/
�
L4M C 16�3LM

	
:

(6.86)

where we introduced the notation LM D ln.M2=�2/ and made use of the
distributions5

5The relation linking the distributions P 0n to the more conventional distributions Pn is

P 0n.z/ D
nX

kD0

�
n

k

�
Ln�kM

"
2kPk.z/

C
k�1X
jD0

�
k

j

�
2j .�1/k�j

 
lnk�j z lnj .1� z/

1� z
� ı.1� z/

Z 1

0

dx
lnk�j x lnj .1� x/

1� x
!#

:

(6.87)
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P 0n.z/ 	
�

1

1 � z
lnn
�
M2.1 � z/2

�2z

��
C
; (6.88)

which naturally arise from the r.h.s. of Eq. (6.83). The replacements in Eq. (6.86)
are sufficient in order to obtain NNLO formulas. Higher order calculations require
one to derive replacement rules for higher powers of L.

As a sanity check, the reader can verify that by inserting into Eq. (6.84) the NLO
hard function QCV (see Eq. 5.5)

QCV
��M2;�

	 D 1C CF ˛s
4�

�
�L2M C 3LM � 8C

�2

6

�
CO.˛2s / ; (6.89)

(where LM 	 LM � i�) as well as the NLO renormalized soft function in Laplace
space

QsDY.L;�/ D 1C CF ˛s
4�

�
2L2 C �2

3

�
CO �˛2s 	 ; (6.90)

and by applying the replacements in Eqs. (6.86), one indeed obtains the NLO hard
scattering kernel in the soft limit:

C.z;M;�/ D ı.1�z/CCF ˛s
4�

�
8P 01.z/C ı.1 � z/

�
6LM C 8

3
�2 � 16

��
CO �˛2s 	 :

(6.91)

This calculation can be easily extended to NNLO by employing the results collected
in Appendix B of [4].
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Chapter 7
Transverse Momentum Resummation

In the previous section we employed SCET methods in order to carry out the
resummation of large logarithmic corrections in the total Drell-Yan cross section
near threshold. It is also interesting to measure and study the Drell-Yan production
process in the case in which the produced lepton pair has a transverse momentum,
qT , with respect to the beam axis. In particular, the region in which qT is small with
respect to the pair-invariant mass, q2T � M2, is phenomenologically interesting. In
that region the cross section is large and it is used in order to extract the W -boson
mass and width. A closely related process is Higgs production via gluon fusion; in
this case, the region in which the Higgs boson has a small transverse momentum is
important because one usually vetoes hard jets in order to enhance the signal over
background ratio.

The leading logarithmic corrections in the Drell-Yan process in the region of
small transverse momentum were resummed in [1–3], while an all-order formula
for the resummed cross section at small qT was obtained in a seminal paper
by Collins, Soper and Sterman (CSS) [4]. In spite of the fact that the vector
boson transverse momentum spectrum is a classic example of a multi-scale process
exhibiting logarithmic enhancements, the analysis of its factorization properties is
rather subtle and particularly interesting, since it suffers from the collinear anomaly
we encountered in the case of the massive Sudakov form factor in Sect. 2.3. A
factorization formula for the Drell-Yan cross section in the small qT region in SCET
was derived in [5]. By using that formula, the resummation of large logarithmic
corrections was studied in [6]. Here we want to present the salient features of that
analysis.

The derivation of the factorization theorem follows the exact same steps as for the
threshold resummation until the point where the multipole expansion is performed,
so we can start with Eq. (6.14). In contrast to the threshold resummation case, the
final state and the scaling of the momenta is now generic, we can therefore no longer
neglect the transverse position dependence of the collinear matrix elements. Instead
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96 7 Transverse Momentum Resummation

of the usual PDFs, one is thus left with generalized, xT -dependent PDFs (with x2T 	�x2? > 0) [7, 8]

Bq=N .z; x2T ; �/ D
1

2�

Z C1
�1

dt e�izt Nn�p hN.p/j N�.t NnCx?/ Nn=
2
�.0/ jN.p/i ; (7.1)

and similarly for the gluon and anti-quark cases. Their Fourier transforms with
respect to xT are referred to as transverse-momentum dependent PDFs (TMPDFs).
Since we are mostly concerned with the position-space functions, we will refer to
both of these types of objects as transverse PDFs (TPDFs). For soft fields which
scale as .	2; 	2; 	2/, all x dependence of the soft function can be dropped and one
thus ends up with OWDY.0/ D 1 because the Wilson lines cancel by unitarity. The
transverse momentum of these soft fields is too small to contribute to the observable.
In order to contribute, the soft fields should scale as .	; 	; 	/, a scaling we referred
to as semi-hard earlier when we showed that such modes do not contribute to the
off-shell Sudakov form factor. The operator definition of the soft function is the
same for both types of soft scalings and we include for the moment a soft function
with such semi-hard fields. After multipole expansion it only depends on x? and we
denote it by S.x?/ to distinguish if from the usual ultra-soft function OWDY.

The derivation of the differential cross section follows similar steps as in Chap. 6.
Starting from Eq. (6.14) we obtain a modified version of Eq. (6.19) where the usual
PDFs are replaced by the generalized, xT -dependent PDFs defined in Eq. (7.1). The
leading-power result for the cross section reads

d� D d4q
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X
q

e2q

�
Bq=N1.1; x2T ; �/ NB Nq=N2.2; x2T ; �/S.x?; �/

C .q $ Nq/
�
; (7.2)

where we rewrote the d4x integration in terms of the light-cone coordinates:

Z
d4x D 1

2

Z 1
�1

dxC
Z 1
�1

dx�
Z
d2x? : (7.3)
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By integrating over xC and x�, one obtains two delta functions:

Z 1
�1

dxCei
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2 .1p��q�/
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dx�ei
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2 .2lC�qC/

D 4.2�/2

s
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1 � q�
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�
ı

�
2 � qC

lC

�
: (7.4)

The Dirac deltas in Eq. (7.4) fix the momentum fractions 1 and 2. Finally, we use
the fact that d4q �.q0/ ı.q2�M2/ D 1

2
d 2q? dy D �

2
dq2T dy, where the last identity

holds after integration over the azimuthal angle. Naively, we thus end up with the
factorization theorem
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; (7.5)

where

1 D
p
� e�y ; 2 D

p
� ey ; with � D M2 C q2T

s
: (7.6)

The above formula appears to achieve the desired factorization of the hard and hard-
collinear scales, M2 and q2T � x�2T .

Since the transverse separation is 1=xT � qT and the transverse momentum is
assumed to satisfy qT � ƒQCD so that it is in the perturbative domain, one can
compute the differential cross in perturbation theory. To do so, one considers an
operator-product expansion of the form [4, 7, 8]

Bi=N .; x2T ; �/ D
X
j

Z 1



dz

z
Ii j .z; x2T ; �/ fj=N1.=z; �/CO.ƒ2

QCD x
2
T / :

(7.7)

The coefficient functions Ii j .z; x2T ; �/ contain the perturbatively calculable
physics associated with xT and are convoluted with the standard PDFs. In the
context of SCET, generalized PDFs defined in terms of hadron matrix elements in
which collinear fields are separated by distances that are not light-like are referred
to as beam functions. For such functions an analogous expansion was considered
in [9].
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xx xx xx xx

xx

Fig. 7.1 One-loop diagrams contributing to the matching coefficients Iq q (top row) and Iq g

(bottom row). The vertical lines indicate cut propagators

7.1 Phase-Space Regularization

The coefficients Ii j .z; x2T ; �/ are obtained from a matching computation. The
simplest possibility is to evaluate the collinear matrix elements with on-shell
partonic states. The PDFs for such states are trivial fi=k./ D ı.1 � /ıik and the
computation gives directly the coefficients Ii k.z; x2T ; �/. The relevant diagrams
are shown in Fig. 7.1. Since the coefficients are independent of the states used in
the matching, the same coefficients are relevant in the hadronic case. However,
when trying to compute the O.˛s/ corrections to the functions Ii j .z; x2T ; �/
one encounters the same difficulty that was present for the massive Sudakov form
factor, namely that some of the relevant integrals are not regularized in dimensional
regularization. The unregulated singularities arise when integrating over the light-
cone components kC and k� and only arise in the phase-space integrations [10].
For loop integrals, the dimensional regularization parameter gets transmitted also to
the integrals over the light-cone components after integrating over the transverse
directions. This is no longer the case for the phase-space integrals which arise
in transverse momentum resummation because the kinematic constraints fix the
.d � 2/-dimensional transverse momentum, which leaves the integration over the
remaining light-cone components unregularized. A convenient way to regularize
the ensuing singularities is to modify the phase-space integrals [10]

Z
ddk ı.k2/�.k0/!

Z
ddk

�
�

kC

�˛
ı.k2/�.k0/ : (7.8)

The factor .�=kC/˛ regularizes the light-cone denominators which arise in SCET
after expanding the QCD propagators. It suffices to regularize one light-cone
component, since the product is fixed by the on-shell constraint kCk� D k2T .

To understand how the problem arises and how the additional regularization
solves it, let us compute a simple toy-integral where the problem occurs. Let us
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consider the one-particle phase space with a cut on energy k0 < E and fixed
transverse momentum kT D pT � E . The phase-space integral reduces to

I D
Z 1
0

dkC
Z 1
0

dk� ı.kCk� � p2T / �.k0/ �.2E � kC � k�/
�
�

kC

�˛

D ln
4E2

p2T
C � � � ; (7.9)

where the ellipsis denotes terms of O.˛/ or O.p2T =E2/. Obviously, this integral is
well defined, as are the phase-space integrals in ordinary QCD. The unregularized
divergences only appear when the integral is expanded using the strategy of regions
technique. Let us now expand on the level of the integrand. Since we restrict the
phase space to small transverse momentum, the emissions must be collinear or soft.
While the full integral is well defined for ˛ D 0, this is no longer the case once the
integrand is expanded in the different regions. The leading power of the expansion
is obtained by dropping the small light-cone components in a given region from the
�-function. In the anti-collinear region, for example, we expand �.2E�kC�k�/!
�.2E � kC/, which gives

I Nc D
Z 2E
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dkC
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�
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�˛
D � 1

˛
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2E

�˛
: (7.10)

In the collinear region, one obtains

Ic D
Z 1
p2T
2E

dkC
kC

�
�

kC

�˛
D C 1

˛

�
2E �

p2T

�˛
; (7.11)

while in the soft region, one ends up with a scaleless integral, Is D 0. It is manifest
that the individual integrals are only well defined with the additional regulator.
However, the divergences in the regulator cancel once the two contributions are
added and the large logarithm present in the original integral (7.9) is recovered:

I Nc C Ic D � 1
˛

� �
2E

�˛ C 1

˛

�
2E �

p2T

�˛
D ln

4E2

p2T
C � � � : (7.12)

Precisely the same happens in the computation of the matching coefficients Iq q .
Both the left- and right-collinear function will suffer from divergences in the
regulator ˛, which cancel when the two pieces are put together. However, while
the divergences cancel there is a remnant, namely the logarithm of the large energy
E in (7.12). It is surprising that the sum of the collinear contributions depends on
the large scale E in the problem. The example integral makes it clear where this
logarithm is coming from. It arises from integrating over the large range in rapidity
y, which is defined as

y D 1

2
ln
kC
k�

: (7.13)



100 7 Transverse Momentum Resummation

The anti-collinear fields have generically large kC and therefore large positive
rapidities, while the collinear fields have large negative rapidities. Soft fields have
small rapidities. The divergences arise in the overlap regions, when collinear
rapidities become small, or soft ones large. These singularities cancel when the
different contributions are added back together. The basic mechanism is the same as
for the one-dimensional example integral discussed in detail in Sect. 2.1, except that
the singularities are associated with different rapidities instead of different energies.

Without the regulator, the soft and collinear integrals would be invariant under
a rescaling of the hard scale E ! � E; in fact, it would be sufficient to rescale
the integration variable according to kC ! kC=� in order to eliminate � from the
integrand. The regulator breaks this invariance and the symmetry is not recovered
after the regulator is switched off. This is trivial for the integrals in our example,
but is also true for SCET in general. In the calculation of TPDFs, each collinear
sector only knows about the momentum of one colliding hadron, but the hard scale
is given by the product of the large components of both sectors. This type of effect,
that a quantum theory does not have the symmetries present at the classical level
is called an anomaly. The present anomaly is called the collinear anomaly, or the
factorization anomaly. It is not an anomaly of the full theory, but an anomaly of the
low-energy effective theory.

The calculation of the diagrams contributing to the transverse PDFs at NLO (first
line in Fig. 7.1) is discussed in some detail in Appendix G. Here we report only the
regularization independent, MS renormalized result for the product of coefficient
functions at one-loop order

Iq q �z1; x2T ; �	 NI Nq Nq �z2; x2T ; �	S.x2T /�q2
D ı.1� z1/ı.1� z2/

� CF˛s
4�

(
ı.1� z1/ı.1� z2/

 
4L? ln

�
q2

�2

�
C 2L2? C

�2

3

!

C
"
2ı.1� z2/

 
L?

1C z22
Œ1 � z2�C

� .1 � z2/

!
C .z1 $ z2/

#)
: (7.14)

In Eq. (7.14) we introduced the symbol L? which is defined as L? D
ln
�
x2T �

2e2�E =4
	
. The one-loop function for Iq g.z1; x2T ; �/ can be computed

without any additional regularization, it can be found in [5]. With the regulator in
Eq. (7.8), the soft function S.x2T / D 1 to all orders in perturbation theory, because
the relevant integrals are always scaleless, as in the toy example above. With other
regulators, such as the one proposed in [11, 12] this would not be the case. The soft
integrals would also be non-zero if we had chosen a left-right symmetric form

�
�

kC

�˛
�.kC � k�/C

�
�

k�

�˛
�.k� � kC/ : (7.15)
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of the regulator. To extract the anomaly exponent defined below, the symmetric
form can be advantageous since it reduces the calculation of the exponent to the
evaluation of a soft instead of a collinear matrix element [13].

7.2 Refactorization and the Collinear Anomaly

Because of the dependence of the TPDFs on the hard scale of the underlying
process, Eq. (7.5) is not a useful factorization formula; part of the q2 D CM2

dependence is still hidden in the product of TPDFs. At one-loop order, the explicit
dependence is shown in Eq. (7.14). This implies that a complete separation of the
hard and collinear scales M2 and q2T was not achieved. In order to complete the
factorization and to carry out the resummation of the large logarithms of the ratio
q2T =M

2, it is necessary to control the dependence of the product of TPDFs at all
orders in perturbation theory. In [5], it was shown that in the xT space this product
can be refactorized as follows:

Bq=N1.z1; x2T ; �/ NB Nq=N2 .z2; x2T ; �/�q2

D
�
x2T q

2

b20

��FqNq .x2T ;�/
Bq=N1.z1; x

2
T ; �/B Nq=N2.z2; x2T ; �/ ; (7.16)

with b0 D 2e��E and where the exponent Fq Nq depends only on the transverse
coordinate xT and on the renormalization scale�. The functionsBi=N of the r.h.s. of
Eq. (7.16) are independent from the hard momentum transfer. All the dependence on
q2 is explicit and has an extremely simple form: It is a pure power, with an exponent
Fq Nq . which depends on the transverse separation xT . We observe that, if one chooses
� � x�1T , the q2 dependent prefactor resums all of the large logarithms of the hard
scale, while Fq Nq.x2T ; �/ has a perturbative expansion in ˛s.�/ with coefficients of
O.1/.

Let us briefly review the derivation of the q2 dependence. The argument relies
on the fact that the divergences in the analytic regulator must cancel in the product
of the beam functions. As a consequence, the product is independent of the scale �
associated with the regulator. Let us introduce the notation

f

�
ln
�Mx2T
b20

�
D lnBq=N1

�
ln
�Mx2T
b20

; z1; x
2
T ; �

�
;

Nf
�

ln
�

M

�
D ln NB Nq=N2

�
ln
�

M
; z2; x

2
T ; �

�
; (7.17)

where we added an extra argument to the functions Bq=N1 and NB Nq=N2 to make the
dependence on � explicit. The specific form of the � dependence of the individual
functions arises because of the dependence on the analytic regulator, which has the
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form .�=kC/˛ , and the power counting of kC in the two collinear regions, see the
example integral Eqs. (7.10) and (7.11). The factors of b0 are inserted because they
arise in the perturbative computation, see Appendix G, but do not play any role for
the argument we now want to make. Taking the logarithm of the product of the beam
functions, the independence from � leads to the equations

dn

d ln �n
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These yield

f .1/
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ln
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b20

�
C Nf .1/

�
ln
�

M

�
D 0 ;

f .n/.L/ D Nf .n/.L/ D 0 for n > 1 ; (7.19)

where f .n/.L/ denotes the n-th derivative with respect to the argument of the
function. This implies that the functions f .L/ and Nf .L/ must be linear in their
arguments, with a common coefficient, i.e.

f .L/ D lnBq.z1; x2T ; �/ � Fq Nq.x2T ; �/L ;
Nf .L/ D ln NBq.z2; x2T ; �/C Fq Nq.x2T ; �/L : (7.20)

The coefficient of the logarithm must be independent of z1 and z2 since it is identical
in both functions. Plugging in the explicit form of the logarithms, we end up with
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�Fq Nq.x2T ; �/ ln
M2x2T

b20
; (7.21)

which is precisely Eq. (7.16). We have thus proven that the anomaly logarithms
exponentiate.

An alternative way to achieve this resummation is the rapidity RG [11, 12]. In this
framework, one defines renormalized beam and soft functions by absorbing the 1=˛
divergences into Z-factors. The renormalized functions are �-dependent and one
then writes down RG-equations for these functions, which describe their evolution
under a change of �, in analogy to Eq. (7.18) above. Solving these equations leads
to the exponentiation of the anomaly logarithms which we just derived. With our
regulator, the scale � tracks the momentum component kC, which is large in the
anti-collinear sector and small in the collinear one. The RG evolution can thus be
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viewed as an evolution from large to small kC, or equivalently from large to small
rapidity. This provides a nice physical picture for the origin of these logarithms. The
framework allows one to study the evolution in � as well as � and to have different
values of � in the beam and soft functions. On the other hand, certain aspects
appear somewhat artificial, e.g. one introduces an additional coupling constant at
intermediate stages which is set to one at end. Furthermore, the individual terms in
the regularized factorization formula are highly scheme dependent (e.g. depending
on the regulator one can have a soft function or not), so it is not clear whether the
simultaneous � and � scale variations probe interesting physics.

Having derived the general form, we can now read off the anomaly exponent
from Eq. (7.14). Rewriting

ln

�
q2

�2

�
D ln

�
M2x2T
b20

�
�L? (7.22)

in Eq. (7.14) and looking at the prefactor of ln.M2x2T =b
2
0/, one finds
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: (7.23)

Furthermore, from the independence of the cross section in Eq. (7.5) from the
scale � it follows that the ingredients in Eq. (7.16) must satisfy the following RG
equations:
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2
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(7.24)

By inserting Eq. (7.16) in Eq. (7.5), one finds a factorization formula in which the
hard and collinear scales are completely separated, and all of the large logarithms
can be resummed by setting � � qT :
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For a given transverse momentum qT , the integral over x? receives numerically
significant contributions from transverse separations xT <�1=qT . For transverse
momenta in the perturbative domain, i.e. for q2T � ƒ2

QCD, the functions B in
Eq. (7.25) obey an operator-product expansion of the same form as the one obeyed
by the B functions [see Eq. (7.1)]. One finds

Bi=N .; x
2
T / D

X
j

Z 1



dz

z
Ii j .z; x2T / fj=N1.=z/CO.ƒ2

QCD x
2
T / : (7.26)

The quantities Ii j are related to the quantities Ii j by a refactorization formula
analogous to Eq. (7.16):
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By comparing Eq. (7.27) with Eq. (7.14), one finds the explicit expression for Iq q
at order ˛s , which is [5]
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Neglecting power corrections of order ƒ2
QCD=q

2
T , we can use relation (7.26)

to express the differential cross section (7.25) as a convolution of perturbative,
factorized hard-scattering kernels

Cq Nq!ij.z1; z2; q
2
T ;M

2; �/

D ˇ̌CV .�M2;�/
ˇ̌2 1

4�

Z
d2x? e�iq

?

�x
?

�
x2TM

2

4e�2�E

��FqNq .x2T ;�/


 Iq i .z1; x2T ; �/ I Nq j .z2; x2T ; �/ (7.29)
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with ordinary PDFs. The result reads

d3�

dM2 dq2T dy

D 4�˛2

3NcM2s

X
q

e2q

X
iDq;g

X
jDNq;g

Z 1

1

dz1
z1

Z 1

2

dz2
z2



�
Cq Nq!ij.z1; z2; q

2
T ;M

2; �/ fi=N1.1=z1; �/ fj=N2.2=z2; �/C .q; i $ Nq; j /
�
:

(7.30)

This formula receives power corrections in the two small ratios q2T =M
2 and

ƒ2
QCD=q

2
T , which we do not indicate explicitly. While the result looks different from

the traditional CSS formula [4], the two can nevertheless be shown to be equivalent.
In [5] explicit relations between the ingredients in both approaches were derived.
From these results, the three-loop coefficient A.3/, the last missing ingredient for
NNLL resummation in the CSS approach was obtained.

7.3 Transverse Momentum Spectra and the qT ! 0 Limit

A detailed phenomenological analysis and comparison to data based on the factor-
ization formula Eq. (7.30) was presented in [6]; here, we reproduce a plot from
this reference in Fig. 7.2. With the factorized result and the known perturbative
ingredients, it looks straightforward to obtain resummed predictions, but there is
an interesting complication related to the Fourier integral at very small qT . It can be
understood by considering

K D 1

2

Z 1
0

dxT xT J0.xT qT / e
��L
?

� a4 L2? ; (7.31)

which is the Fourier integral at NLL accuracy, where only the tree beam functions
are needed, which are ı-functions.1 The Bessel function arises after rewriting
x? � q? D � cos � xT qT and integrating over the angle � . In order to obtain
the exponential in the integrand of Eq. (7.31), one first rewrites the anomaly in
Eq. (7.29) as

�
x2TM

2

b20

��FqNq .x2T ;�/
D exp

�
�Fq Nq.x2T ; �/ ln

M2

�2
� Fq Nq.x2T ; �/L?

�
: (7.32)

1For reasons which are explained below, we also need to include the ˛sL2
?

term of the Iq q

function in the limit qT ! 0.
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Fig. 7.2 Comparison with Tevatron Run I data from CDF, with and without long-distance
corrections, taken from [6]. The lower panels show the deviation from the default theoretical
prediction

Then one replaces the factor Fq Nq multiplying L? in Eq. (7.32) by its explicit
expression which can be found in Eq. (7.23). In this way one obtains

�
x2TM

2

b20

��FqNq .x2T ;�/
D exp

�
��L? � 1

4

˛s

2�

�
2�F0 C �ˇ0

	
L2?
�
; (7.33)

where �F0 	 CF� cusp

0 and we introduced the quantity

�.M2; �/ D ˛s.�/

4�
�F0 ln

M2

�2
: (7.34)

For low values of the scale �, the quantity � counts as O.1/ because the suppression
by ˛s is compensated by the large logarithm. Because of this, we have also included
the two-loop term proportional to �ˇ0 in the L2? terms in Eq. (7.33). To obtain this
term, one can use the two-loop result for Fq Nq given in Eqs. (47) and (50) in [5].
Alternatively, one can obtain this term by solving the one-loop RG equation for
Fq Nq and expanding the result to two-loop order. Finally, it is necessary to include in
the exponential in Eq. (7.31) also the terms proportional to ˛sL2? coming from the
functions I in Eq. (7.29), which can be read off Eq. (7.28). After exponentiating
these terms, one finally obtains the exponential in Eq. (7.31), where the terms
proportional to L2? are suppressed by the factor

a 	 ˛s.�/

2�
.�F0 C �ˇ0/ : (7.35)



7.3 Transverse Momentum Spectra and the qT ! 0 Limit 107

For the scale choice � � qT � 1=xT , L? is small and it would thus appear
that one can simply neglect the L2? terms in Eq. (7.31). For not too small transverse
momentum, this is indeed true: the integral over transverse separation is cut off by
the oscillatory Fourier exponent, encoded in the Bessel function J0.xT qT / and the
appropriate choice for � is � � qT . However, for qT ! 0, the situation is different:
in this case J0.xT qT / ! 1 and the integration is cut off by the L2? terms in the
exponent. To see this, let us consider qT D 0 and change integration variables from
x? to L?. The integral then takes the form

K D b20
4�2

Z 1
�1

dL?e.1��/L?�
a
4 L

2
? : (7.36)

This is a Gaussian integral with a peak at

L
peak
? D 2.1� �/

a
; (7.37)

and a width of order 1=
p
a. The proper scale choice, which ensures that the

logarithm L? is an order one quantity at the peak, is given by the condition
1 � � D O.˛s/. The solution of the equation � D 1 defines a scale � D q�. The
equation is nontrivial, since q� occurs both as the argument of the logarithm and the
coupling constant. Using the one-loop solution for the running coupling constant

˛s.q�/ D ˛s.M/

1C ˛s.M/

4�
ˇ0 ln.q2�=M2/

; (7.38)

we obtain the approximate solution

q� � M exp

 
� 2��
�F0 C ˇ0

	
˛s.M/

!
: (7.39)

Numerically, for M D MZ , one finds q� D 1:9GeV. This value is quite low, but
still in the short-distance domain. For Higgs production �F0 ! �A0 D CA�

cusp

0 ,
which leads to a higher value q� D 7:7GeV. Since q� � M e�const=˛s.M/ the
scale is non-perturbative, i.e. it cannot be obtained from a Taylor expansion at small
coupling. The dynamic generation of a non-perturbative short-distance scale is quite
remarkable. It arises due to the anomaly and shields the cross section from long-
distance effects at very low qT . This observation, that the spectrum can be computed
at arbitrarily low qT with short-distance methods, as long as the mass M is large
enough, was made already in [2].

The fact that the width of the Gaussian is of order 1=
p
a � 1=p˛s implies that

one has to count L? � 1=
p
˛s at very low qT instead of order one. This explains

why we included the aL2? term in the exponent despite the fact that it only enters at
NNLL accuracy for higher values of qT . Since the counting changes at very low qT ,
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one has to reorganize the resummed result in this region. This reorganization was
derived in [6] and a result was given which has NNLL accuracy both at small and
very small qT . The reader interested in a detailed discussion should consult this
reference.

The results plotted in Fig. 7.2 include the terms relevant at very small qT . In
addition, the plot on the right-hand side includes a simple model for long-distance
effects. The model used in [6] was to multiply each beam function by a Gaussian
e�ƒ2NPx

2
T , which cuts off the integration over transverse position and to then adjust

the parameterƒNP such that the data is reproduced. Figure 7.2 shows that agreement
with the data is obtained with ƒNP � 0:6GeV and that the long-distance effects
only affect the spectrum for qT values below a few GeV. A systematic study of
long-distance effects in anomalous observables was performed recently in [14]. The
upshot of this analysis is that like perturbative corrections also non-perturbative
effects to such observables are enhanced by anomaly logarithms. The leading non-
perturbative effects are obtained by adding a non-perturbative correction �ƒ02NPx

2
T

to the anomaly exponent. The anomaly thus predicts the functional form of the
correction and one can further show that it is independent of the flavor of the
incoming quarks, because it can be obtained from a soft function [14]. It will be
interesting to study these nonperturbative effects in detail with new precise LHC
data for Z-production, which is already available in preliminary form [15, 16].

References

1. Y.L. Dokshitzer, D.I. Dyakonov, S.I. Troyan, Hard processes in quantum chromodynamics.
Phys. Rep. 58, 269 (1980)

2. G. Parisi, R. Petronzio, Small transverse momentum distributions in hard processes. Nucl.
Phys. B154, 427 (1979)

3. G. Curci, M. Greco, Y. Srivastava, QCD jets from coherent states. Nucl. Phys. B159, 451
(1979)

4. J.C. Collins, D.E. Soper, G.F. Sterman, Transverse momentum distribution in Drell-Yan pair
and W and Z boson production. Nucl. Phys. B250, 199 (1985)

5. T. Becher, M. Neubert, Drell-Yan production at small qT , transverse parton distributions and
the collinear anomaly. Eur. Phys. J. C71, 1665 (2011). [arXiv:1007.4005]

6. T. Becher, M. Neubert, D. Wilhelm, Electroweak Gauge-Boson production at small qT :
infrared safety from the collinear anomaly. JHEP 1202, 124 (2012). [arXiv:1109.6027]

7. J.C. Collins, D.E. Soper, Back-to-back jets in QCD. Nucl. Phys. B193, 381 (1981)
8. J.C. Collins, D.E. Soper, Parton distribution and decay functions. Nucl. Phys. B194, 445 (1982)
9. I.W. Stewart, F.J. Tackmann, W.J. Waalewijn, Factorization at the LHC: from PDFs to initial

state jets. Phys. Rev. D81, 094035 (2010). [arXiv:0910.0467]
10. T. Becher, G. Bell, Analytic regularization in soft-collinear effective theory. Phys. Lett. B713,

41–46 (2012). [arXiv:1112.3907]
11. J.-Y. Chiu, A. Jain, D. Neill, I.Z. Rothstein, The rapidity renormalization group. Phys. Rev.

Lett. 108, 151601 (2012). [arXiv:1104.0881]
12. J.-Y. Chiu, A. Jain, D. Neill, I.Z. Rothstein, A formalism for the systematic treatment of rapidity

logarithms in quantum field theory. JHEP 1205, 084 (2012). [arXiv:1202.0814]
13. T. Becher, M. Neubert, L. Rothen, Factorization and N3LLp+NNLO predictions for the Higgs

cross section with a jet veto. JHEP 1310, 125 (2013). [arXiv:1307.0025]

http://www.arxiv.org/abs/1007.4005
http://www.arxiv.org/abs/1109.6027
http://www.arxiv.org/abs/0910.0467
http://www.arxiv.org/abs/1112.3907
http://www.arxiv.org/abs/1104.0881
http://www.arxiv.org/abs/1202.0814
http://www.arxiv.org/abs/1307.0025


References 109

14. T. Becher, G. Bell, Enhanced non-perturbative effects through the collinear anomaly. Phys.
Rev. Lett. 112, 182002 (2014). [arXiv:1307.0025]

15. CMS Collaboration, Measurement of Z production as a function of pT , Y . CMS-PAS-SMP-
13-013 (2014)

16. ATLAS Collaboration, G. Aad et al., Measurement of the Z=�� Boson transverse momentum
distribution in pp collisions at

p
s D 7 TeV with the ATLAS detector. [arXiv:1406.3660]

http://www.arxiv.org/abs/1307.0025
http://www.arxiv.org/abs/1406.3660


Chapter 8
n-Jet Processes and IR Divergences of Gauge
Theory Amplitudes

So far, we have only considered processes which involve large energy flows in two
directions, such as the Sudakov form factor or the inclusive Drell-Yan cross section.
However, many processes involve multiple directions of large energy flow. These
include collider processes with several jets of energetic particles in the final state.
In this section, we will discuss the effective theory relevant for observables which
involve n directions of large energy flow. For simplicity, we will use the term n-
jet processes when referring to such observables even in cases where the energetic
particles are not clustered by a jet algorithm. It is easy to guess the structure of
SCET for the n-jet case: one will need a collinear field for each direction of large
momentum, and the different collinear sectors interact by exchanging soft particles.

The simplest n-jet quantities are Green’s functions involving large momentum
transfers, with external momenta close to the mass shell. In the 2-jet case, the
corresponding quantity is the Sudakov form factor which we studied in detail in the
first few sections of our text. We have analyzed the factorization properties of this
form factor in Chap. 4 and the result is shown pictorially in Fig. 4.2. If there are four
or more relevant directions one encounters an interesting complication; namely that
the hard and the soft functions have nontrivial color structure. RG invariance then
imposes constraints on the anomalous dimensions of the hard, jet and soft functions.

In the case of the off-shell Sudakov form factor, the hard function was given by
the on-shell form factor. We show below that the hard functions relevant for the case
of off-shell n-particle Green’s functions are simply the on-shell amplitudes of QCD.
We will see that constraints on the anomalous dimension of the hard function then
translate onto constraints on the structure of the IR divergences of gauge theory
amplitudes. Such constraints are valid at all order in perturbation theory and they
were analyzed in a series of papers in the last few years both using SCET [1–3], as
well as with traditional diagrammatic methods [4–7]. This led to the formulation of a
simple ansatz for the structure of the singularities in massless gauge theories, which
is consistent with these constraints and in agreement with all available perturbative
results. Furthermore, a formula which allows one to predict the structure of the IR

© Springer International Publishing Switzerland 2015
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singularities in presence of massive particles up to two-loop order was also obtained
by using effective field theory methods [8].

In the following, we first discuss the application of SCET to n-jet processes and
to the factorization of n-point off-shell Green functions in massless gauge theories.
Subsequently, we show that the IR-singularities of gauge theory on-shell amplitudes
can be absorbed into a multiplicative Z factor, whose RG equation is governed
by an anomalous dimension � . In the case of massless gauge theories, it can be
shown that, up to two loops, � involves only two parton correlations. It was also
conjectured that this statement could be valid at all orders. Several constraints on
the structure of � can be obtained from considerations related to soft-collinear
factorization, collinear limits, and non-abelian exponentiation. With these tools it
is possible to analyze the structure of the IR singularities in massless gauge theory
amplitudes up to three loops [1, 2]. The results discussed in this section allow one
to resum higher order logarithmic corrections in n-jet processes.

We conclude the section by considering the case of gauge theories with massive
particles; in this case it is possible to predict the structure of the IR divergences in a
generic amplitude up to two loops. Also the latter result allows one to implement the
resummation of higher order logarithmic corrections in several collider processes
with massive particles in the final state up to NNLL accuracy.

8.1 Massless Amplitudes as Wilson Coefficients in SCET

Consider a n-point off-shell Green’s function in the limit in which the external
momenta squared p2i are small but the Mandelstam invariants

sij D
�
pi C �ij pj

	2 D 2�ij pi � pj ; .i ¤ j / ; (8.1)

are large; p2k � jsijj. In Eq. (8.1), the sign factor � is given by �ij D C1 if both the
momenta pi and pj are incoming or outgoing, while �ij D �1 applies to cases in
which one of the momenta is incoming and the other one is outgoing. For each of
the incoming and outgoing momenta, we introduce the usual reference vectors

ni� D .1; Oni / ; and Nni� D .1;�Oni / ; with n2i D Nn2i D 0 ; ni � Nni D 2 :
(8.2)

The unit vector Oni points in the same direction as the three momentum pi . In the
following we restrict our discussion to the case of a massless Yang-Mills theory, and
we refer to quark and gluon fields, since we are mainly interested in the application
of what follows to the QCD case. However, the methods and procedures outlined
here can be applied to any unbroken gauge theory.

To study an n-jet process in SCET, it is necessary to consider quark and gluon
collinear fields for each of the n collinear directions (the fields are indicated by
i and A�i , respectively), as well as quark and gluon soft fields  s and A�s , which
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interact with the various collinear sectors. The complete SCET Lagrangian needed
to describe an n-jet process includes several copies of the collinear Lagrangian in
Eq. (4.20) (supplemented by the kinematic term for the corresponding collinear
gluon field); each copy corresponds to a different collinear sector. The various
copies differ only in the reference vectors ni . Therefore, the fields � or A carry an
additional index i labeling their collinear direction. Overall the SCET Lagrangian
is given by

LSCET D N siD=s s � 1
4

�
F s;a
��

�2

C
nX
iD1

(
Ni Nn=
2

�
ini �Di C iD=ci?

1

i Nni �Dci
iD=ci?

�
i � 1

4

�
F ci;a
��

�2)
: (8.3)

We remind the reader that the definitions of the covariant derivatives and collinear
field strength appearing in the above Lagrangian in terms of the collinear
gluon fields Ai and soft gluon fields As can be found in Eq. (4.30) and in
Eqs. (4.31), (4.32), respectively. Soft fields can mediate low-energy interactions
between various collinear fields. As discussed in Sect. 4.3, soft-collinear interactions
only arise via the small component of the collinear covariant derivatives, which are
given by

ini �Di D ini � @C ni � Ai.x/C ni � As.x�/ ; (8.4)

see Eq. (4.30). The decoupling of the soft and collinear field is achieved by the
usual field redefinition by a soft Wilson line given in Eq. (4.56). We now deal with
n different collinear sectors, and one has to redefine the fields in each sector with
the appropriate Wilson line. For the construction of the operators, we will work with
the building blocks �i .x/ and A�

i?.x/ introduced in Sect. 4.8. For these fields, the
decoupling transformation takes the form

�i .x/ D Si .x�/�.0/i .x/ ;
N�i .x/ D N�.0/i .x/S�i .x�/ ;

A�

i?.x/ D Si .x�/A.0/�

i? .x/S
�
i .x�/ ; (8.5)

where the soft Wilson lines Si are defined in the same way as in Eq. (4.54):

Si.x/ D P exp

�
ig
Z 0

�1
dsni � Aas .x C sni /t

a

�
: (8.6)

Let us stress that x� in Eq. (8.6) refers to the minus component along the relevant
direction x�� 	 Nni � x n�i =2. A proof of the decoupling was provided in Eqs. (4.56)–
(4.59) above, where the fields  and Ac were employed. After the decoupling
transformation, soft interactions manifest themselves as Wilson lines in operators
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built from collinear fields. We stress the fact that the different components of the
quark and gluon fields are redefined in the same way: the soft gluons are insensitive
to the spin of the collinear particles.

We observe that the last of Eq. (8.5), which is written in terms of two Wilson lines
involving the SU.3/ generators in the fundamental representation, can be rewritten
in terms of a single Wilson line involving the generators in the adjoint representation
.TaA/bc D �if abc. In fact

S.x�/.A.0/�

? .x//ataS�.x�/ D ta .SA.x�//ab .A.0/�

? .x//b ; (8.7)

where

.SA.x//
ab D P exp

�
ig
Z 0

�1
dsn � Acs .x C sn/

��if abc
	�
: (8.8)

In its infinitesimal form, the relation in Eq. (8.7) can be proven by expanding the
Wilson lines in powers of g and by then applying the commutation relation for the
group generators.

In order to have a unified treatment of quarks and gluons, we need to introduce
some notation and to make use of the color space formalism [9, 10]; the basics of
this formalism are briefly reviewed in Appendix H. A generic collinear field will
be represented by .�i /

˛i
ai
.x/, where ai is a color index and ˛i is a Dirac or Lorentz

index. The soft interaction can then be decoupled from this field by the redefinition

.�i /
˛i
ai
.x/ D ŒSi .x�/�ai bi

�
�
.0/
i

�˛i
bi
.x/ : (8.9)

The soft Wilson lines Si are matrix-valued and defined as

Si .x/ D P exp

�
ig
Z 0

�1
dsni � Aas .x C sni /Tai

�
; (8.10)

where Tai is the a-th color generator in the representation appropriate for the i th
parton. Also antiquarks are treated according to this rule: in the antiquark case Tai D
�.ta/T , which translates in anti-path ordering in Eq. (8.10).

Having discussed the Lagrangian, let us now turn to the construction of the
operators. We want to describe n-jet processes, i.e. operators which involve
energetic particles along n different directions. As a consequence, the operator needs
to contain at least one collinear field in each direction. Since additional soft fields
in the SCET operators would lead to power suppression, the leading order n-jet
operators are built out of exactly n collinear fields, one for each direction of large
energy flow. Allowing for the most general operators, we can write the effective
Hamiltonian in the form

Heff
n D

Z
dt1 � � � dtn C˛1���˛na1���an .t1; : : : ; tn; �/ .�1/

˛1
a1
.x C t1 Nn1/ � � � .�n/˛nan .x C tn Nnn/ :

(8.11)
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The Hamiltonian must be a color-neutral Lorentz scalar, so the coefficients must
fulfill certain relations to ensure that this is the case. In fact, one usually only writes
down operators which are color-neutral Lorentz scalars. Writing the Hamiltonian
as in Eq. (8.11) is highly redundant, but allows us to immediately rewrite the
Hamiltonian in color-space notation as

Heff
n D

Z
dt1 � � � dtnhOn.ftg/jCn.ftg; �/i ; (8.12)

where ftg is the set formed by the n variables ti . The bra and ket states are related
to the fields and Wilson coefficients through the relations

hOn.ftg/jf˛g; fagi D .�1/˛1a1 .x C t1 Nn1/ � � � .�n/˛nan .x C tn Nnn/ ;
hf˛g; fagjC.ftg; �/i D C˛1���˛na1���an .t1; : : : ; tn; �/ ; (8.13)

where the vectors jf˛g; fagi form a complete and orthonormal basis in the color
and spin space. When computing physical quantities in the effective theory, we will
take matrix elements of the effective Hamiltonian, which we write symbolically as
hHeff

n i. These are in turn obtained from the matrix elements of the effective n-jet
operators hOn.�/i, which are scale dependent because they need renormalization.
In order for the physical quantities to be scale independent, their scale dependence
must thus cancel against the scale dependence of the Wilson coefficients. This leads
to the following equation

�
d

d�

D
Heff
n

E
D � d

d�

�Z
dt1 � � � dtn

D
hOn.ftg; �/jCn.ftg; �/i

E�
D 0 : (8.14)

This equation implies relations between the anomalous dimensions of the hard
function and the anomalous dimensions of the SCET operators, which arise from
soft and collinear interactions. To make the structure of the soft interactions explicit,
let us let us apply the decoupling transformation to the operators. The transformation
produces a soft Wilson line for each collinear direction, after which the operator has
the form

Heff
n D

Z
dt1 � � � dtnhO.0/

n .ftg/jS1.0/ � � �Sn.0/jC.ftg; �/i ; (8.15)

where the operatorO.0/
n has the same form asOn, but is formed from the decoupled

fields. With this Hamiltonian, we can now compute off-shell Green’s functions
of collinear fields in the effective theory. After the decoupling transformation the
different sectors no longer interact and when, as in our case, all external fields are
collinear, the soft function corresponds to the vacuum matrix element

S.fng; �/ D h0jS1.0/ � � �Sn.0/j0i : (8.16)
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The collinear matrix elements yield a jet function for each direction, while the
hard-scattering corrections are encoded in the Wilson coefficient jC.ftg; �/i. So we
have factorized the Green’s function into hard, jet and soft contributions. Using
diagrammatic methods, the same result was obtained in [11, 12].

Before exploring the consequences of the factorization, we now show that on-
shell amplitudes are directly related to the Wilson coefficients jC.ftg; �/i. In order
to determine the Wilson coefficients, we need to perform a matching computation,
which amounts to a computation of the same quantity in the full and the effective
theory. The simplest possibility is to calculate n-particle on-shell amplitudes both
in QCD and in SCET. We use the color-space notation and denote the n-particle
amplitudes by

jMn."; fpg/i;

where we have indicated explicitly the dependence on the regulator d D 4 � 2".
Since the amplitudes are on-shell (i.e. p2i D 0), all loop corrections in the effective
theory vanish; they consist of soft and collinear integrals, which become scaleless
when p2i is set to zero, see Chap. 3. The on-shell matrix elements in the effective
theory are thus given by their tree-level values. The latter are products of spinors
and polarization vectors which are in turn defined by the relations

h0j ��j 	˛a .tj Nnj /jpi I ai ; si i D ıijıai ae
�iti Nni �pi u˛.pi ; si / ;

h0j �Aj?	a� .tj Nnj /jpi I ai ; si i D ıijıai ae
�iti Nni �pi ��.pi ; si / : (8.17)

Because of the exponential factors, the integrals over ti produce the Fourier
transform of the Wilson coefficient. The matching requirement, which states that
the amplitudes in the full and effective theory must agree, thus yields the relation

jMn."; fpg/i D j QCn."; fpg/i 
 .“spinors and polarization vectors”/ : (8.18)

The Fourier transformed bare Wilson coefficients QCn
�
"; fpg

�
depend on the large

momentum components Nni �pi , or equivalently, on the large momenta transferred sij

since

sij D 2�ijpi � pj D 1

2
�ijni � nj Nni � pi Nnj � pj CO.	/ ; (8.19)

where the last equality follows from the fact that the collinear momenta can be
written as

p
�
i D Ein�i CO.	/ D Nni � pi n

�
i

2
CO.	/ : (8.20)
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The on-shell amplitudes on the left side of the Eq. (8.18) suffer from infrared
singularities, which are regularized dimensionally. In contrast, the Wilson coeffi-
cients have ultra-violet divergences, which are also regularized by keeping d ¤ 4.
According to Eq. (8.18), these singularities must be equal: the residual IR diver-
gences in the on-shell amplitudes are identical to the ultraviolet (UV) divergences
in the Wilson coefficient. The equality comes about since the (vanishing) on-
shell loop integrals in the effective theory suffer from both types of singularities.
Schematically, the situation can be summarized by the following relation:

1

"IR„ƒ‚…
on-shell amplitude

D 1

"UV„ƒ‚…
Wilson coeff.

C
�
1

"IR
� 1

"UV

�
„ ƒ‚ …

soft and coll. loop integrals

: (8.21)

8.2 Renormalization

From the discussion above we conclude that, up to a factor depending on spinors
and polarization vectors, on-shell amplitudes in QCD coincide with bare Wilson
coefficients of n-jets operators in SCET. The UV singularities in the Wilson
coefficients can be subtracted by means of a multiplicative renormalization factor
Z, which is a matrix in color space [1, 2]. The finite renormalized Wilson coefficient
for the n-jet operator can be obtained through the relation

j QCn.fpg; �/i D lim
"!0Z�1."; fpg; �/j QCn."; fpg/i : (8.22)

Because of the relation (8.18), the same Z also makes the scattering amplitudes
finite. We conclude that the IR singularities can be removed by a multiplicative
factor and the structure of these singularities is governed by a renormalization group
equation! The factor Z can be obtained starting from the RG equation satisfied by
the Wilson coefficient. The RG equation can be written as

d

d ln�
j QCn.fpg; �/i D �.fpg; �/j QCn.fpg; �/i ; (8.23)

where � is the anomalous dimension, which is a matrix in color space. The
anomalous dimension is related to the renormalization factor Z through

�.fpg; �/ D �Z�1."; fpg; �/ d

d ln�
Z."; fpg; �/ : (8.24)

The equation above simply follows from the fact that j QCn."; fpg/i in Eq. (8.22) does
not depend on the scale. Equation (8.24) can be formally inverted to obtain

Z."; fpg; �/ D P exp
Z 1
�

d�0

�0
�.fpg; �0/ : (8.25)
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The validity of Eq. (8.25) can be proven by first expanding the exponential into a
Taylor series and then following the same steps as in the Appendix D, where we
derive the differential equation for the Wilson lines, which are also given by a path-
ordered exponential.

We can extract the anomalous dimension � by computing an infrared finite
quantity in the effective theory. The simplest possibility is to consider off-shell
Green’s functions, for which the non-vanishingp2i ’s screen the infrared singularities
present in the on-shell case. The UV poles of the jet (for the quark and gluon case)
and soft functions at order ˛s are

Jq.p2; �/ D 1C ˛s

4�
CF

�
2

"2
C 2

"
ln

�2

�p2 C
3

2"

�
CO."0/ ;

Jg.p2; �/ D 1C ˛s

4�

�
CA

�
2

"2
C 2

"
ln

�2

�p2
�
C ˇ0

2"

�
CO."0/ ;

S.fpg; �/ D 1C ˛s

4�

nX
.i;j /

Ti � Tj
2

 
2

"2
C 2

"
ln

�sij�
2

.�p2i /.�p2j /

!
CO."0/ : (8.26)

The functions above are obtained by calculating the Feynman diagrams shown in
Fig. 8.1. Note that the field redefinitions in Eq. (8.5) change the off-shell behavior of
the fields (while, of course, they leave physical quantities, such as on-shell matrix
elements, unchanged). Therefore, in order to compute the UV poles in Eq. (8.26),
one should employ the original non-decoupled SCET fields and Lagrangian. The
calculation of the relevant integrals is very similar to the calculation of the collinear-
and soft-region integrals carried out in Chap. 2 for the scalar theory.

p

J S

pi pj

Fig. 8.1 SCET graphs contributing to the collinear and soft functions J and S . Solid lines denote
collinear fields, dashed coily lines indicate soft fields, double lines indicate Wilson lines
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The one-loop divergences of the complete effective theory n-particle matrix
element can be obtained from Eq. (8.26) and are given by

S.fpg; �/
nY
iD1

Ji .p2; �/

D 1 � ˛s

4�

2
4 nX
.i;j /

Ti � Tj
2

�
2

"2
C 2

"
ln
�2

�sij

�
C
X
i

� i0
2"
CO."0/

3
5 ;
(8.27)

where �q0 D �3CF and �g0 D �ˇ0. Observe that the off-shell momenta p2i cancel
from Eq. (8.27). This must be the case: One must be able to absorb the poles
arising from the soft and jet functions in the unrenormalized Wilson coefficients,
and the latter do not depend on the collinear momenta p2i . Consequently, the
renormalization factorZ and the associated anomalous dimension � cannot depend
on infrared scales. The one-loop anomalous dimension �0 can be directly extracted
from the above result. It is given by minus twice the coefficient of the 1=" terms in
the above equation.

8.3 A Conjecture for �

An all-order conjecture for the structure of � was proposed in [1]. The conjecture
states that � has the following form

�.fpg; �/ D
X
.i;j /

Ti � Tj
2

�cusp.˛s/ ln
�2

�sij
C

nX
iD1

�i .˛s/ : (8.28)

The first sum on the r.h.s. of Eq. (8.28) runs over unordered pairs .i; j /, (i; j 2
f1; 2; : : : ; ng with n the number of external legs) and excludes the case i D j . This
dipole form is what we found in our one-loop calculation Eq. (8.27). The conjecture
states that the same structure is valid also at higher order, and that the higher-order
corrections only change the coefficients �cusp.˛s/ and �i.˛s/. For convenience, the
explicit three-loop expressions of the anomalous dimensions appearing in Eq. (8.28)
are collected in Appendix I.

At one-loop level, it is trivial that only dipole terms can appear, since we
obtain the one-loop corrections to the soft function by connecting two Wilson
lines with a single gluon, as in Fig. 8.1. At higher orders, we can connect several
legs, and so one would expect that higher-order terms should appear, which would
simultaneously involve the color charges of multiple legs. In a two-loop computation
of the anomalous dimension of the soft function, it was observed that higher-order
correlations do not appear at this order [13, 14]. What came as a surprise at the
time is now understood as a consequence of the strong all-order constraints on the
anomalous dimension, which we will discuss in detail below.
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The structure of the IR poles obtained by using Eq. (8.28) agrees with all
perturbative results for scattering amplitudes to date. In particular, it agrees with
the IR poles found in

• the three-loop quark and gluon form factors [15], which determine �cusp.˛s/ as
well as the functions �i.˛s/ for quarks and gluons up to three-loop order in the
expansion in ˛s [1, 2],

• the two-loop three-jet V ! qqg amplitude [16, 17],
• the two-loop four-jet amplitudes [18–22],
• the three-loop four-jet amplitudes inN D 4 super Yang-Mills theory in the planar

limit [23].

While it is reassuring that the conjecture agrees with these results, it is also clear
that they do not provide a strong test, since the two-loop form of the anomalous
dimension follows from factorization constraints and the above list does not include
any higher-order results which are sensitive to the presence of multi-leg color
structures (these would not be visible in the planar limit, since they are color
suppressed, see below). We discuss the constraints on � in detail below, and
find that they are not strong enough to exclude terms beyond the dipole formula
Eq. (8.28). Given that they are not excluded, one should expect additional terms to
be present unless there are additional constraints which are not yet known. Indeed,
a recent paper claims evidence for the presence of four-loop terms which violate the
conjecture, based on a computation in the Regge limit [24].

Before discussing the constraints on the anomalous dimension, we derive the
Z-factor which follows from Eq. (8.28). The expression for Z in terms of � was
given in Eq. (8.25). To compute the perturbative expansion of Z, we will change
variables from � to ˛.�/ by using

d˛s

d ln�
D ˇ.˛s; "/ D ˇ.˛s/ � 2" ˛s ; (8.29)

exactly as we did when solving the RG equation for the hard function of the Sudakov
form factor in Sect. 5.1. The only difference is that we need to work with the
d -dimensional ˇ-function ˇ.˛s; "/. As was the case for the Sudakov form factor,
the anomalous dimension has a logarithmic term proportional to the cusp anomalous
dimension and a remainder. For the coefficient of the logarithmic term, we introduce
the notation

� 0.˛s/ 	 @

@ ln�
�.fpg; �; ˛s/ D ��cusp.˛s/

X
i

Ci : (8.30)

The quantity defined above does not depend on the momenta, and in order to obtain
the last identity in Eq. (8.30) from the ansatz in Eq. (8.28) one needs to employ the
relation

X
.i;j /

Ti � Tj D �
X
i

T2i D �
X
i

Ci ; (8.31)
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which follows from color conservation. Rewritten as an integral over the coupling,
the solution of Eq. (8.24) reads

lnZ ."; fpg; �/ D
˛sZ

0

d˛

˛

1

2"� ˇ.˛/=˛

"
�.fpg; �; ˛/C

˛Z

0

d˛0

˛0
� 0.˛0/

2" � ˇ.˛0/=˛0
#
;

(8.32)

as it can be easily checked by inserting Eq. (8.32) in Eq. (8.24). The outermost
integral in Eq. (8.32) runs from ˛s.1/ D 0 to ˛s.�/.

In this form one can easily obtain the perturbative expansion of Z by inserting
the expansions the anomalous dimensions and ˇ-function

� D
1X
nD0

�n

� ˛s
4�

�nC1
; � 0 D

1X
nD0

� 0n
� ˛s
4�

�nC1
; ˇ D �2˛s

1X
nD0

ˇn

� ˛s
4�

�nC1
:

(8.33)

in the Eq. (8.32). A comprehensive list of all of the factors appearing in Eq. (8.33)
can be found in Appendix A in [2] and in Appendix I of the present work. The
perturbative expansion of Z in powers of ˛s up to terms of order ˛4s is given by

lnZ D ˛s
4�

�
� 00
4"2
C �0
2"

�
C
� ˛s
4�

�2��3ˇ0� 00
16"3

C � 01 � 4ˇ0�0
16"2

C �1
4"

�

C
� ˛s
4�

�3"11ˇ20 � 00
72"4

� 5ˇ0�
0
1 C 8ˇ1� 00 � 12ˇ20 � 0

72"3

C � 02 � 6ˇ0�1 � 6ˇ1�0
36"2

C �2
6"

#
CO.˛4s /: (8.34)

Note that the leading singular term in lnZ at the n-th order in ˛s in perturbation
theory diverges as 1="nC1. The leading singularities in Z , on the other hand, are of
order 1="n.

8.4 Constraints on �

Let us now discuss the considerations leading to the ansatz in Eq. (8.28). The anoma-
lous dimension must fulfill a set of all-order constraints. The most important one
arises from soft-collinear factorization. Since physical observables must be scale
independent, SCET operators matrix elements should evolve in the same way as the
hard matching coefficients (which correspond to the on-shell scattering amplitudes).
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Therefore, the anomalous dimensions of the matching coefficients must be the sum
of collinear and soft contributions �c and � s . Schematically

�.sij/ D � s.ƒij/C
X
i

�ic .p
2
i /1: (8.35)

The arguments of the functions in Eq. (8.35) indicate that, while the l.h.s. can depend
only on the “hard” scalar products sij D 2�ijpi �pj , the soft contribution will depend
on ƒ2

ij D .�p2i /.�p2j /=.�sij/ and the collinear contribution on the individual
(slightly off-shell) squared momenta p2i . Moreover, the collinear term on the r.h.s.
of Eq. (8.35) must be diagonal in color space, since collinear interactions cannot
lead to correlations between different partons. Consequently, (1) the dependence
on p2i should cancel in the sum of the soft and collinear terms, and (2) � and � s
should have the same color structure. Further constraints arise from non-abelian
exponentiation, and from the factorization of amplitudes in the collinear and in the
Regge limits. We will now discuss each of these constraints in turn.

8.4.1 Non-Abelian Exponentiation

In QED, the identities satisfied by eikonal propagators, such as the one shown in
Fig. 8.2, can be used to prove that the soft function exponentiates.1 Therefore, in
QED the soft function, which is a matrix element of Wilson lines, can be written as

S .fng; �/ D h0jS 1.0/ � � �S n.0/j0i D exp
 QS .fng; �/� : (8.36)

The exponent QS does not receive higher order corrections. Therefore, the expression
for the divergent part of QS in QED will be of the form

QS .fng; �/ D ˛QED

4�

nX
.i;j /

QiQj

2

 
2

"2
C 2

"
ln

�sij�
2

.�p2i /.�p2j /

!
; (8.37)

whereQi is the electric charge of the i -th external particle.
In QCD the situation is more complicated because the color matrices which

appear in the quark-gluon vertices do not commute. However, it is possible to prove
that, in the QCD case, only Feynman diagrams with special color structure give
corrections to the exponent QS. The corresponding color weights are called color
connected or maximally non abelian [25, 26]. To define what they are, it is simplest
to represent the color structure of a given diagram in diagrammatic form, in which

1This simple exponentiation only holds at energies below the electron mass, i.e. after integrating
out the massive fermions.
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kµ1 kµ2

nµ

+ = ×

i

n · (k1 + k2)
i

n · k1 +
i

n · (k1 + k2)
i

n · k2 =
i

n · k1
i

n · k2
Fig. 8.2 Diagrammatic relation between products of eikonal propagators in QED. n� identifies
the direction along which the particle emitting soft photons is moving

Fig. 8.3 Diagrammatic form of the Lie commutator relation in the case in which the particle
emitting soft radiation is a quark

= +

Single connected web
“maximally non abelian”

− −

Fig. 8.4 Decomposition of a web in a sum of products of connected webs

the Lie commutator relation takes the form shown in Fig. 8.3. The contributions to
the exponent arise from diagrams in which a single connected web (i.e. a connected
set of gluon lines, not counting crossed lines as being connected) is present. If one
considers only the color factors in a Feynman diagram, it is possible to prove that
by applying repeatedly the Lie commutator relation (see Fig. 8.3)

TaTb � TbTa D if abcTc ; (8.38)

any “web” (i.e. a connected set of gluon lines, counting crossed lines as being
connected) can be decomposed as a sum over products of connected webs. An
example of this decomposition of a web is shown in Fig. 8.4. Only color structures
corresponding to single connected webs contribute to the exponent QS and therefore
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to the color structure of the soft anomalous dimension � s . If several Wilson lines are
present in a soft function, the definitions in [25, 26] need to be slightly generalized.
Instead of uncrossing lines, one will symmetrize the color generators arising on each
leg in the form

Ta1Ta2 : : :Tan D .Ta1 Ta2 : : :Tan /symm C .“commutator terms”/: (8.39)

In the commutator terms one then uses the Lie commutator relation Eq. (8.38)
to reduce the number of color generators and will then symmetrize again. After
the symmetrization the distinction between crossed and uncrossed line becomes
irrelevant and one can directly obtains the diagrams as a sums over products of
connected webs [2]. A detailed discussion of multiparton webs and their algebra
can be found in the papers [27–30].

8.4.2 Soft-Collinear Factorization Constraints

As stated above, the logarithms depending on the soft and collinear scales should
combine in order to give rise to logarithms of the hard scale. To regulate collinear
divergences we give a small off-shellness to the external partons, so that the
momentum of the external parton i will satisfy the relation .�p2i / > 0. We then
introduce the quantities

ˇij D ln
�2�ijpi � pj�2
.�p2i /.�p2j /

; Li D ln
�2

�p2i
: (8.40)

The quantity ˇij generalizes the definition of the cusp angle in Eq. (5.22) to the case
of light-like Wilson lines; in fact, for large values of the argument, arccoshx �
ln.2x/. (We remind the reader that �ij D 1 if the partons i; j are both incoming or
outgoing, while �ij D �1 otherwise.) Then, the collinear, soft, and hard logarithms
satisfy the relation

ˇij„ƒ‚…
soft log

D Li C Lj„ ƒ‚ …
collinear logs

� ln
�2

�sij„ƒ‚…
hard log

: (8.41)

It was already emphasized in Eq. (8.35) that the anomalous dimension matrix of
n-jet SCET operators can be decomposed in soft and collinear pieces. Equation
(8.35) can be rewritten as

�
�
fpg; �

�
D � s

�
fˇg; �

�
C
X
i

�ic .Li ; �/ 1 : (8.42)
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By employing Eq. (8.41) it is possible to rewrite � s as a function of sij and Li . By
solving Eq. (8.42) with respect to � s one sees that � s depends on Li only through
�c . Since the latter is known to be of the form

�ic .Li / D ��icusp.˛s/Li C �ic .˛s/ ; (8.43)

� s will satisfy the differential equation

@� s .fsg; fLg; �/
@Li

D �icusp.˛s/ : (8.44)

The differential equation satisfied by � s suggests that the soft anomalous matrix
should depend linearly on ˇij. The differential equation also restricts the kind of
color structures which can appear in � s .

With four or more partons, it is possible to use exclusively soft logarithms to
build conformal cross ratios, which do not depend on the small collinear squared
momenta p2i but only on the Mandelstam invariants sij [4]. In fact, one has

ˇijkl D ˇij C ˇkl � ˇik � ˇjl D ln
.�sij/.�skl/

.�sik/.�sjl/
: (8.45)

The r.h.s. of the equation above shows explicitly that the argument of the logarithm
is conformally invariant, i.e. it remains unchanged if all of the momenta pi are
rescaled by the same factor. A dependence of� s on the “conformal ratios”ˇijkl is not
excluded by the constraint in Eq. (8.44). However, any polynomial dependence on
the conformal ratios can be excluded using other arguments, such as the consistency
with collinear limits.

8.4.3 Consistency with Collinear Limits

When two partons become collinear, an n-point amplitude reduces to the product of
an .n � 1/-parton amplitude times a splitting amplitude [31–35]:

jMn .fp1; p2; : : : ; png/i D Sp .fp1; p2g/ jMn�1 .fP; p3; : : : ; png/i C � � � ;
(8.46)

where P D p1 C p2, with p1 	 zP and p2 	 .1 � z/P . Sp is a matrix in color
space, and it encodes the singular behavior of the n-point amplitude as p1 and p2
become collinear. The collinear factorization is valid in the limit P2 ! 0, up to
terms that are regular in the collinear limit, denoted by the ellipsis in Eq. (8.46).
The relation in Eq. (8.46) is schematically shown in Fig. 8.5, and it is valid both
for regularized amplitudes jMn."; fpg/i and for minimally subtracted amplitudes
jMn.fpg; �/i. Since it is known that the divergences of a given amplitude can be



126 8 n-Jet Processes and IR Divergences of Gauge Theory Amplitudes

Fig. 8.5 Schematic representation of the amplitude factorization in the collinear limit

renormalized by multiplying the bare amplitude by a Z factor, as it is shown in
Eq. (8.22), it is possible to derive the following constraint on the divergences of the
splitting amplitude:

lim
"!0Z

�1."; fp1; : : : ; png/Sp ."; fp1; p2g/Z ."; fP; p3; : : : ; png/DSp .fp1; p2g; �/:
(8.47)

The matrix Sp ."; fp1; p2g/ does not depend on the scale; therefore, as a conse-
quence of Eq. (8.24), Sp .fp1; p2g; �/ satisfies the following RG equation [2]

d

d ln�
Sp .fp1; p2g; �/ D � .fp1; : : : ; png; �/ Sp .fp1; p2g; �/

�Sp .fp1; p2g; �/� .fP; p3; : : : ; png; �/ : (8.48)

The charge conservation implies that

.T1 C T2/ Sp .fp1; p2g; �/ D Sp .fp1; p2g; �/TP ; (8.49)

where TP is the color generator associated with the parent parton P . To see this,
note that

.T1 C T2/ Sp .fp1; p2g; �/ D �
nX
iD3

Ti Sp .fp1; p2g; �/ D Sp .fp1; p2g; �/TP :

(8.50)

For the second step in Eq. (8.50), one observes that the splitting amplitude is
independent of the colors of the partons not involved in the splitting. One can thus
commute the sum of the generators of the other partons to the right and then use
color conservation in the .n � 1/-parton space to replace it by TP . Consequently,
the differential equation (8.48) can be rewritten as

d

d ln�
Sp .fp1; p2g; �/ D �Sp .fp1; p2g; �/ Sp .fp1; p2g; �/ ; (8.51)
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with

�Sp .fp1; p2g; �/ D � .fp1; : : : ; png; �/ � � .fP; p3; : : : ; png; �/jTP!T1CT2
:

(8.52)

The matrix �Sp must be independent from the momenta and colors of the partons
p3; � � � ; pn; the color dipole form suggested for � in Eq. (8.28) is consistent with
Eq. (8.52). This would not be the case if � would involve terms depending on higher
powers of the color generators or momentum variables. The all order form of the
anomalous dimension for the splitting amplitude is[2]

�Sp .fp1; p2g; �/ D �cusp

h
T1 � T2 ln

�2

�s12 C T1 � .T1 C T2/ ln z

CT2 � .T1 C T2/ ln .1 � z/
i
C �1 C �2 � �P ; (8.53)

where �P is the anomalous dimension associated to the unresolved parton P . Note
that the superscripts of the first two terms in the second line of the equation label
the two collinear partons and are not powers. Equation (8.53) can be obtained from
the conjecture in Eq. (8.28) by using the commutativity of the color matrices acting
on different partons to write
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(8.54)
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(8.55)

All of the terms not involving the partons labeled 1, 2, or the parent parton P cancel
trivially in the difference between Eqs. (8.54) and (8.55). After replacing TP D
T1 C T2 one finds that the terms involving one of the collinear partons and one of
the remaining partons combine according to

T1 � Tj
�

ln

�
�2

�s1j
�
� ln

�
�2

�sPj

��
D �T1 � Tj ln z ; (8.56)
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T2 � Tj
�

ln

�
�2

�s2j
�
� ln

�
�2

�sPj

��
D �T2 � Tj ln.1 � z/ : (8.57)

Finally, in order to recover Eq. (8.53) it is sufficient to apply color conservation

Ti �
nX

jD3
Tj D �Ti � .T1 C T2/ : (8.58)

8.4.4 Consistency with Regge Limits

Additional constraints on the structure of � can be obtained by considering the
Regge limit of amplitudes [6, 7, 36]. We briefly summarize the features of Regge
theory that are important for our discussion of infrared singularities in perturbative
QCD. We start by considering a 2 ! 2 partonic scattering process in massless
QCD. In this context, the relevant Mandelstam invariants are s D .p1 C p2/2, t D
.p1 � p3/2, and u D .p1 � p4/2, where p1; p2 are the incoming momenta and
p3; p4 are the outgoing ones. These invariants are not independent but satisfy the
relation s C t C u D 0. One then considers the forward scattering limit s � �t ,
s � �u. As expected, the presence of two different scales in this kinematic region
induces large logarithms of the ratio jt j=s, which in turn spoil the convergence of
the perturbative expansion. If certain conditions are satisfied, Regge theory implies
that these large corrections can be resummed to all orders by replacing the tree level
t-channel propagator of the particle responsible for the leading contribution to the
high-energy limit according to the “Reggeization” prescription:

1

t
! 1

t

� s
�t
�˛.t/

; (8.59)

where the exponent ˛.t/ goes under the name of the Regge trajectory of the particle
involved in the t-channel process. In perturbative QCD one can prove that the ansatz
in Eq. (8.59) does resum the large logarithms in forward scattering. For example the
Reggeization of the gluon-gluon scattering amplitude was proven at LL accuracy
in [37] and at NLL for the real part of the amplitude in [38]. The Reggeization of
quark gluon scattering at LL was considered in [39].

The Regge trajectory ˛ is IR divergent since its calculation involves virtual
corrections with soft gluons. Following the notation of [7], its general structure can
be written as

˛.t; "/ D ˛s.�t/
4�

˛.1/ C
�
˛s.�t/
4�

�2
˛.2/ CO �

˛3s
	
; (8.60)



8.5 Possible Violations of the Conjecture 129

and

˛s.�t/ D
�
�2

�t
�"
˛s.�

2/CO.˛3s / : (8.61)

For gluon t-channel exchanges, the coefficients ˛.1/ and ˛.2/ are

˛.1/ D CA �
cusp

0

2"
; ˛.2/ D CA

�
�ˇ0
"2
C �

cusp

1

4"
C CA

�
404

27
� 2�3

�
� nf 56

27

�
;

(8.62)

see for example [40]. Not surprisingly if we consider what we already said about
the structure of the IR poles in QCD amplitudes, the coefficients of the cusp
anomalous dimension appear in the pole terms in Eq. (8.62). Indeed, for the IR
divergent part of the Regge trajectory, the IR structure of QCD amplitudes can be
employed both to prove Reggeization at LL accuracy and to study the break down
of Regge factorization at NNLL [6, 36]. In this context, we are primarily interested
in the constraints placed by Reggeization on possible additional terms depending
on conformal ratios, which could contribute to Eq. (8.28) starting at three-loop
order or higher. In fact some of the structures depending on the conformal ratio
logarithmsˇijkl which are not forbidden by other considerations have to be discarded
because in the forward scattering they would give rise to super-leading logarithms
˛ns lnnC1.�s=t/ staring from n D 3. Those terms cannot be present because they
would violate Regge factorization.

8.5 Possible Violations of the Conjecture

It is interesting to ask whether the above constraints are strong enough to prove
the conjecture in Eq. (8.28). In the paper [2, 3, 5] a detailed order-by-order analysis
of the possible terms in the anomalous dimension is performed. In particular, the
most recent of these works, [3], considers all possible terms up to four-loop order.
One finds that up to two-loop order non-abelian exponentiation and soft-collinear
factorization exclude additional terms beyond the dipole formula Eq. (8.28). Beyond
this order, an extra term R cannot be excluded. This remainder R is, however,
strongly constrained:

• It must fulfill the soft-collinear factorization constraint; that is the logarithms
appearing in the soft and collinear anomalous dimensions should combine in
such a way that the off shell momenta p2i cancel and combine into functions
depending only on the large invariants sij. This can be achieved by means of
the conformal cross ratios introduced in Eq. (8.45). If the reminder R exists, it
must depend on conformal cross ratios and must therefore involve at least four
particles.
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Fig. 8.6 The single connected web involving two, three, and four particles. The dots represent
color generators, which appear when the gluons are attached to Wilson lines

• Because of non-abelian exponentiation, the color structure of the soft anomalous
dimension originates from single connected webs. The first single connected web
involving four particles appears at three-loop; the corresponding web is shown in
Fig. 8.6. The relevant contribution to the anomalous dimension must have the
form [2]

R D
X
.i;j;k;l/

f adef bceTai Tbj Tck Tdl F .ˇijkl; ˇiklj � ˇiljk/; (8.63)

where the conformal ratios ˇ are defined in Eq. (8.45) and the sum extends over
unordered four-tuples of indices. The color structure of this term is subleading
in the large Nc limit and it can thus only arise from non-planar diagrams [2].
Consequently, in order to test the conjecture in Eq. (8.28) at three-loop level, it is
necessary to compute the infrared structure of a three-loop four-point amplitude
involving non-planar box diagrams. It is interesting to observe that the full three-
loop four-jet amplitudes inN D 4 super Yang-Mills theory were already reduced
to linear combinations of a small number of scalar integrals [41]. Once these
integrals are evaluated analytically or numerically, we will know if additional
terms correlating four partons are present.

• The remainder term R should vanish in all the collinear limits, otherwise its
existence would be excluded by the constraints dictated by the structure of the
splitting function discussed in Sect. 8.4.3. Examples of functions F.x; y/ which
fulfill this condition were constructed in [5]. The three-loop function is the same
in QCD and N D 4 SYM, which implies that the remainder should have
transcendentality five, the highest possible for a divergence at this order. The
simplest possibility is

F.x; y/ D x3 .x2 � y2/: (8.64)

• In addition, the remainder R must have the proper behavior in the Regge
limit. The examples given in [5], in particular also expression (8.64), violate
the constraint from Regge factorization [36]. In the recent paper [3] examples
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consistent also with the Regge constraint were constructed. The simplest is the
function

F.x; y/ D f1.ex; e� 1
2 .x�y/; e�

1
2 .xCy//� f2.ex; e� 12 .x�y/; e� 12 .xCy// ;

(8.65)
where the functions fn are defined as

fn.�ijkl; �iklj; �iljk/ D ln �ijkl

2n2


g.�niklj/ g.�iljk/C g.�iklj/ g.�

n
iljk/
�
; (8.66)

with g.z/ D Li2.1 � z/ � Li2.1 � z�1/.

Given that it is possible to construct explicit examples which are compatible with all
known constraints, one would expect the corresponding terms to be present, unless
the anomalous dimension � is subject to unknown additional constraints. As we
mentioned earlier, the recent paper [24] claims to have found four-loop terms which
violate the dipole form and thus contribute to the remainder, however, so far this
computation has not yet been independently verified.

8.6 Contributions from Higher Casimir Operators

For the special case of two-jet operators, the simple form of Eq. (8.28) implies
Casimir scaling of the cusp anomalous dimension, i.e., the cusp anomalous
dimensions of quarks and gluons are related to each other by the ratio of the
eigenvalues Ci of the quadratic Casimir operators:

�
q
cusp.˛s/

CF
D �

g
cusp.˛s/

CA
D �cusp.˛s/ : (8.67)

The Casimir scaling holds up to three loops [42], but it contradicts expectations from
the AdS/CFT correspondence [43–45]. Furthermore, the recent paper [46] observes
that up to three loops, the cusp anomalous dimension has an interesting iterative
structure. If this structure persists at higher orders, it would imply a non-vanishing
contribution involving the quartic Casimir invariant at four-loop order. The invariant
is constructed from symmetrized traces of four generators in a representationR

d
a1a2a3a4
R D Tr

h�
Ta1R Ta2R Ta3R Ta4R

	
C
i
; (8.68)

with

.Ta1Ta2Ta3Ta4/C 	
1

4Š

X
permutations

Ta1Ta2Ta3Ta4 ; (8.69)
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Fig. 8.7 Four-loop connected webs involving higher Casimir invariants; the three diagrams
include a closed fermion, gluon and ghost loop, respectively

When this is contracted with four generators of an irreducible representationR0, one
obtains the quartic Casimir invariant

d
a1a2a3a4
R Ta1R0T

a2
R0T

a3
R0T

a4
R0 D C4.R;R0/ 1: (8.70)

To see that the object on the left-hand side defines an invariant, one shows that
it commutes with all generators. Schur’s lemma then implies that it must be
proportional to 1 (see [47] for a detailed discussion of such invariants).

It is interesting to investigate whether contributions to the anomalous dimension
� involving the structure da1a2a3a4R which are compatible with the factorization con-
straints discussed above. Non-abelian exponentiation implies that such contributions
to � could first arise at four-loop order. Such contributions can arise from fermion,
gauge-boson and ghost-loop diagrams of the kind shown in Fig. 8.7. An analysis of
higher-Casimir contributions to � was first performed in [2]. This reference only
considered terms linear in the cusp angle, the most general four-loop contribution
was later analyzed in [3]. These papers concluded that such terms are compatible
with soft-collinear factorization but are ruled out by factorization in the collinear
limit. A potential loop-hole arises from the fact that collinear limits can only be
considered for amplitudes with n � 4. It would thus be conceivable (albeit strange)
that such terms could be present for n D 2 but absent for higher-point anomalous
dimensions. Let us note that while collinear factorization was verified explicitly up
to two loops [48], an all-order proof was not available until recently. The paper [49]
now presents such a proof.

8.7 Massive Amplitudes

If the external legs in a given amplitude are massive, it is possible to factor a
cross section into the product of an hard function H which depends on the large
momentum transfers between jets, sij, and a soft function which depends on the
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maximum energy of unobserved soft emissions [50, 51]. Schematically, one can
write the following factorization relation

d� D H �fsijg; fmig; �
	 
 S �fvi � vj g; �	 ; (8.71)

where the four-velocities of the massive particles are defined as

v
�
i 	

p
�
i

mi

; v2i D 1 : (8.72)

The analysis of the IR divergences for massless QCD amplitudes was extended to
the case in which also massive external legs are present in [8]. The effective theory
to be employed in this case is a combination of SCET (for the massless partons)
and Heavy Quark Effective Theory (HQET, for the massive partons [52]). In such
situations the soft function contains both massless and time-like Wilson lines

S .fng; fvg; �/ D h0jS n1 � � �S nkS vkC1 � � �S vn j0i ; (8.73)

where ni are the light cone reference vectors of the k massless external legs and vi
are the velocities of the n � k external massive legs. The massless Wilson lines are
defined in Eq. (8.10), while the massive Wilson lines are defined as

Si .x/ D P exp

�
�ig

Z 1
0

dt vi � Aas .x C tvi /Tai
�
: (8.74)

In the case in which massive partons are present, the constraints of the anomalous
dimension which generalizes Eq. (8.28) are weaker than in purely massless case.
In particular, for massive legs there are no constraints coming form soft-collinear
factorization and from collinear limits. For the purely massive case, all the color
structures allowed by non-abelian exponentiation at a given order will be present.

When both massive and massless external legs are present, the anomalous
dimension matrix governing the structure of the IR poles of QCD amplitudes
has a part which depends on one- and two-parton correlations. This part has the
following form

�
�
fpg; fmg; �

� ˇ̌
2-parton D

X
.i;j /

Ti � Tj
2

�cusp.˛s/ ln
�2

�sij
C
X
i

�i .˛s/

�
X
.IJ/

TI � TJ
2

�cusp.ˇIJ ; ˛s/C
X
I

�I .˛s/

C
X
.Ij/

TI � Tj
2

�cusp.˛s/ ln
mI�

�sIj
: (8.75)
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In the equation above the last two lines contain the new terms required by the
presence of massive partons. The capital indices I; J run over the massive legs,
while the indices i; j run over the massless ones. The hyperbolic angles formed by
two time-like Wilson lines, ˇIJ , are defined as

ˇIJ D arccosh.��IJvI � vJ � i0/ ; (8.76)

where �IJ D 1 if both partons I and J are incoming and �IJ D �1 otherwise. The
cusp anomalous dimension which appears in the second line of Eq. (8.75) depends
on ˇIJ and it is now known at up to three loops [46]. The anomalous dimensions
for massive quarks which appears in the last term on the r.h.s. in the second line
of Eq. (8.75) is known to two loops. The explicit two-loop expressions for both
quantities are provided in Appendix I.

However, in the massive case also three-parton correlations appear starting at
two-loop order [53]. The term of the anomalous dimension matrix arising from three
parton correlations is

�
�
fpg; fmg; �

�
j3-partons D if abc

X
.I;J;K/

TaITbJTcKF1 .ˇIJ ; ˇJK ; ˇKI/

Cif abc
X
.I;J;k/

TaITbJTckf2

�
ˇIJ ; ln

���IkvI � pk
��JkvJ � pk

��
:

(8.77)

The first line in Eq. (8.77) describes color correlations among three massive partons,
while the second line arises from correlations among two massive partons and a
massless one. The functions F1 and f2 were calculated in [54, 55]. The function F1
is completely antisymmetric in its arguments and has the following form

F1 .ˇ12; ˇ23; ˇ31/ D
� ˛s
4�

�2 4
3

X
.I;J;K/

�IJK g .ˇIJ/ ˇKI cothˇKI ; (8.78)

where

g .ˇ/ D cothˇ

�
ˇ2 C 2ˇ ln.1 � e�2ˇ/� Li2.e

�2ˇ/C �2

6

�
� ˇ2 � �

2

6
: (8.79)

The function f2 is given by

f2

�
ˇ12; ln

���23v2 � p3
��13v1 � p3

��
D �

� ˛s
4�

�2
4g .ˇ12/ ln

���23v2 � p3
��13v1 � p3

�
: (8.80)
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Both functions are found to be suppressed like O.m4=s2/ in the limit in which the
parton mass m is much smaller than the hard scale(s) s, in accordance with mass
factorization theorems proposed in the literature [56, 57].

The anomalous dimension

�
�
fpg; fmg; �

�
D �

�
fpg; fmg; �

�
j2-partons C �

�
fpg; fmg; �

�
j3-partons ;

(8.81)

is related to the renormalization factor Z (which removes the IR poles from
QCD amplitudes with massive and massless external legs) through the differential
equation

�
�
fpg; fmg; �

�
D �Z�1

�
"; fpg; fmg; �

� d

d ln�
Z
�
"; fpg; fmg; �

�
; (8.82)

The equation above is formally identical to Eq. (8.24) for the purely massless case.
Once the anomalous dimension in Eq. (8.81) became known, it was possible to
calculate the expression of the IR poles in the two-loop corrections to top-quark pair
production [55], and to obtain NNLL resummation formulas for several observables
related to the that process [58–60].
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Chapter 9
Applications of SCET

SCET is the effective theory relevant for the description of energetic particles, so
that, to first approximation, it should be possible to describe any process in high-
energy physics within this framework. Not surprisingly then, there are a plethora
of possible applications of the effective theory. So far, our focus was on the
construction of the theory and we have included only a few basic applications
which illustrate how it is used in practice. The main goal of these applications
was to demonstrate how to use the framework to derive factorization theorems and
to resum numerically large logarithmic corrections. As an invitation and guide to
further reading, we would like to close these lectures by briefly summarizing some
of the many results obtained by means of SCET methods, as well as to point out
some topics which are the subject of ongoing research. At the moment of this writing
(summer of 2014), a search on Inspire returns approximately 200 papers which
include the word SCET directly in the title; many more employ SCET methods in
order to carry out calculations, or deal with particular technical aspects of SCET. It
is neither possible nor useful to discuss here all of the publications on SCET which
appeared since the theory was introduced at the beginning of the millennium. We
apologize in advance, if we overlooked your important paper in the short overview
of the field which follows. Furthermore, for most of the applications discussed
below, resummations are also available using traditional methods, but we restrict
our discussions to work based on SCET.

Collider physics is an environment particularly suitable for the application of
effective theory methods and SCET in particular: high-energy processes involve
large scale hierarchies and are governed by soft and collinear emissions which can
lead to Sudakov double logarithms. By now, the majority of SCET applications are
in this area and we have aimed our presentation on collider physics applications
of SCET. Nevertheless, before turning to these collider physics applications, we
discuss in Sect. 9.1 some of the work in heavy-quark physics, for which the effective
field theory was originally developed, and where it has been used to analyze a variety
of B-meson decays.
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On the collider physics side, we by now have many high-precision calcula-
tions for simple inclusive final states. Hadronically inclusive cross sections are
theoretically simpler and can in general be predicted with higher precision than
more exclusive quantities. On the other hand, their physics content is limited and
inclusive measurements do not exist. In order to make contact with experiments
and to extract detailed information, one would therefore like to analyze also less
inclusive observables in SCET and a lot of recent work is devoted to achieve this
goal. We have therefore grouped the collider physics processes studied by means
of SCET in three broad classes according to their exclusiveness. We’ll first discuss
hadronic inclusive cross sections in Sect. 9.2. A variety of such cross sections have
been resummed with high logarithmic accuracy using the methods we discussed in
Chaps. 6 and 7. Using SCET, many of the traditional event-shape variables were
computed to higher accuracy and new event-shape variables were introduced that
are useful in a hadron collider context; we review this topic in Sect. 9.3. There has
also been a lot of work on jet observables in the past few year, which we discuss in
Sect. 9.4. We discuss a few recent developments in Sect. 9.5 and then conclude with
a brief outlook in Sect. 9.6.

9.1 Heavy-Quark Physics

For the reader not familiar with flavor physics, it might seem surprising that an
effective theory for energetic particles can be relevant in the context of the low-
energy processes such as B-decays. The effective theory becomes relevant when
one considers B-decays in the heavy-quark limit mb ! 1, because the energy of
the light decay products is of the order of the b-quark mass. For exclusive decays,
or for inclusive decays where the decay of the heavy B-meson produces a hadronic
“jet” of small invariant mass mX , one can again perform the usual SCET expansion
in the invariant mass over the energy of the jet. Doing so, one ends up with a standard
hard times jet times soft function factorization theorem, as we encountered several
times in these lectures. Such factorization theorems arise for exclusive two-body
decays, such as B ! �� , where the E� � MB=2 � M� , but also in inclusive
decays such as B ! Xs� and B ! Xu`� (here Xf denotes any final state with
the appropriate flavor quantum number). In the inclusive case, the lowmX region is
relevant because one needs hard photons and leptons to extract the inclusive decays
from the background. These cuts enforce that also the hadronic system has a large
energy, close to the kinematic endpoint.

To analyze factorization properties of B-decays, one uses the same formalism
discussed here in conjunction with Heavy-Quark Effective Theory (HQET), which
is employed to describe the b-quark (see [1, 2] for an introduction). While the basic
method is the same as in collider applications, the numerical values of the scales
involved are much lower, which makes the practical applications quite different.
The hard scale for B-decays is set bymb � 5GeV, which is still in the perturbative
regime, so that the hard functions can be computed in perturbation theory. However,
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the soft and collinear functions are often non-perturbative. In exclusive decays, the
virtuality of the collinear fields describing the final state mesons is of the order of the
meson masses. Their matrix elements are called light-cone distribution amplitudes
and are non-perturbative objects. In radiative and semileptonic inclusive decays
near the kinematic end-point, the relevant soft matrix elements are called shape
functions. Depending on the experimental cuts, these are either non-perturbative or
at best barely perturbative. The two main difficulties in B-physics applications are
the non-perturbative input, which needs to be taken from data (or computed with
non-perturbative methods), and the presence of power corrections, which can make
a leading-power treatment unreliable. Also in collider physics one needs to deal
with non-perturbative input such as the PDFs, but the fact that the hard scale Q
is typically much higher and an external, adjustable parameter makes it easier to
extract the necessary information from data.

SCET was first proposed in the context of inclusive B-decays, as an alternative
method to sum Sudakov logarithms in the end-point region [3]. The physics of
the end-point region and the appearance of a non-perturbative shape function was
understood earlier [4, 5] and a factorization theorem into a hard, a jet and a soft
function was derived diagrammatically in [6], before the advent of SCET. However,
the effective theory framework has allowed for detailed studies, not only of the
leading-power factorization theorem, but also of the power corrections which affect
the rate [7–12]. Furthermore, for the leading-power rate, the perturbative predictions
were improved by computing the two-loop corrections to the hard [13–17], jet [18]
and soft [19] functions. In addition, a dedicated framework for the transition region
from a perturbative to a non-perturbative soft function was developed and applied
to B ! Xs� [20, 21]. The SCET results for B ! Xu`� form the basis of the
determination of jVubj from inclusive decays [22]. For the case of B ! Xs� SCET
has allowed to analyze the factorization properties of the full set of operators in the
effective Hamiltonian, instead of just the b ! s� dipole operator. This analysis has
revealed nontrivial non-perturbative matrix elements, which are relevant not only in
the endpoint region, but even for the total rate [11, 12]. The decay B ! Xs`

C`�
is related to B ! Xs� but can probe additional new physics effects. Perturbative
and non-perturbative effects in this decay in the low-mX region were analyzed in
the papers [23–26].

The factorization properties of exclusive two-body B-decays were first under-
stood in [27], following earlier results for the factorization of exclusive processes
with light hadrons [28, 29]. The corresponding factorization formula was then
used to analyze the large class of two-body decays in [30, 31]. This result again
predates SCET and was originally justified at the two-loop level using diagrammatic
methods [32]. One of the first applications of SCET was an all-order derivation
of factorization for the decay B ! D� [33]. Later, SCET was used to extend
the factorization analysis to color-suppressed B to D decays [34]. The more
complicated decay into two light mesons was analyzed using SCET in [35] and
phenomenological results were presented in [36, 37]. There are ongoing efforts to
compute the perturbative input in the factorization formula of charmless exclusive
decays to two-loop accuracy and many of the necessary pieces are by now available
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[38–44]. Similar factorization theorems also hold for exclusive radiative decays [45–
47]. A detailed operator analysis of the relevant factorization theorem in SCET was
given in [48, 49] and the most up-to-date computation of these decays can be found
in [50].

From the theoretical point of view, the most interesting element of the fac-
torization formula for the decay to light mesons is the heavy-to-light transition
form factor. This was analyzed in [51–53]. An important question in the context
of the form factor is whether it is possible to factorize it completely into a soft
function for the B-meson and a collinear function for the light meson. Based on
the formalism of soft-collinear messenger modes [54], the analysis [53] concluded
that this factorization is broken. This treatment has been criticized because the
messenger modes which mediate the factorization breaking perturbatively have
a very low virtuality, below the scale ƒQCD � 1GeV where QCD becomes
nonperturbative. One can thus speculate whether non-perturbative effects would
shield this factorization breaking effect. Indeed, equipping all partons with masses
of the order of the typical QCD scale ƒQCD eliminates these low-virtuality modes;
however the factorization breaking would then arise from the additional regulators
needed in the massive case [52, 54], i.e. via the collinear anomaly. Reference [55]
later conjectured a factorization of the form factor after zero-bin subtractions in
the convolutions of the light-cone distribution amplitudes with the hard kernels,
but the corresponding formalism was never fully fleshed out. Finally, [56] analyzed
B ! �cJK as an example where the factorization breaking effects can be computed
perturbatively using non-relativistic QCD and generate a large rescattering phase,
casting doubt on the statement in [55, 57] that non-factorizable phases are absent
in annihilation contributions to charmless B-decays. The result [56] suggests that
heavy-to-light form factors are indeed not factorizable into soft and collinear matrix
elements. However, a full operator analysis of the heavy-to-light form factor is still
missing at this point.

9.2 Inclusive Hadron-Collider Cross Sections

Among the first collider processes that were studied by means of SCET methods are
resummations of hadronically inclusive cross section. In Chaps. 6 and 7 of this work
we discussed in detail the simplest example in this category, the Drell-Yan process
pp ! `C`�X , where X is an arbitrary hadronic final state. In Chap. 6, we have
resummed logarithms which arise when the invariant mass of the leptons is high,
which enhances the partonic threshold region. Large logarithms also arise when the
transverse momentum of the lepton pair is small, a situation we analyzed in Chap. 7.
While threshold resummation is based on a conventional factorization theorem, the
factorization theorem relevant for transverse momentum suffers from a collinear
anomaly. There are by now many examples of threshold and transverse momentum
resummations performed in SCET. Here we briefly go over some examples and
point out a few interesting features in each case.
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Closely related to the Drell-Yan case is Higgs production, where logarithms
which become large in the productions threshold limit m2

H=Os ! 1 were resummed
up to N3LL [58–60]. Instead of the vector form factor of quarks, the relevant
operator for Higgs production is the time-like scalar form factor of gluons. It
turns out that this form factor receives very large higher-order QCD corrections.
In contrast, the space-like scalar form factor receives only small corrections. By
choosing a negative value for the hard scale�2h (i.e. by working with complex values
of �h) one can transition from the time-like to the space-like form factor and this
choice was adopted in [58–60] to improve convergence. The formalism discussed in
Chap. 6 immediately applies to any colorless final state. Further examples include
diboson production processes such as WW, WZ, VH for which NNLL resummations
have been performed in [61–63]. Another application is slepton-pair production in
supersymmetric extensions of the Standard Model for which the resummation was
carried out up to N3LL order [64].

The computations discussed so far concern situations where there is only soft
gluon radiation in the final state and the corresponding resummations are also called
soft-gluon resummations. It is also interesting to consider Drell-Yan type processes
(i.e. �=W=Z=H production) at large transverse momentum. In this case, there has
to be energetic QCD radiation in the final state to balance the large transverse
momentum of the electroweak boson. In the partonic threshold region, this radiation
consists of a single jet with low invariant mass mX . The relevant hard function
corresponds to a scattering amplitude instead of a form factor and the soft function
now involves three Wilson lines: two in the directions of the incoming hadrons and
one in the direction of the final-state jet. This situation was analyzed in [65–69] and
the threshold resummation has now been carried out up to N3LL accuracy. At this
order, the result involves the full two-loop hard, jet [18, 70] and soft functions [71].
The two-loop hard functions were extracted in [68] from the known results for the
corresponding two-loop scattering amplitudes.

An important process at the LHC is top-quark pair production. In this case,
the basic hard scattering process involves four colored partons. In contrast to the
previously discussed examples, one therefore has to deal with nontrivial color
structure in the hard and soft functions and their RG equations become matrix
valued. Three different singular limits of this process were studied within the SCET
framework. These are the production threshold limit Os ! 4m2

t [72–74], which is
employed in order to calculate the total top-quark pair-production cross section,
the soft emission limit in Pair Invariant Mass kinematics (PIM), needed for the
calculation of the pair invariant-mass distribution [75, 76], and the soft limit in
One Particle Inclusive (1PI) kinematics, which is employed in order to calculate
the top (or antitop) transverse momentum and rapidity distributions [77]. In all
cases the resummation in momentum space was carried out up to NNLL order.
The production threshold limit is interesting because the t Nt pair is non-relativistic
in this region and the computation then involves an interesting interplay of SCET
and non-relativistic QCD [72–74]. The hard scattering kernels obtained in PIM and
1PI kinematics can be combined with semi-leptonic decays of top quarks in the
narrow-width approximation in a fully differential parton level Monte Carlo which
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allows for the study of any IR safe observable constructed from the momenta of
the decay products of the top quark [78]. The factorization of the cross section
for highly boosted top-quark pairs was studied by means of SCET methods both
in PIM [79–81] and 1PI [82] kinematics. In terms of QCD effects, the production
of heavy colored supersymmetric particles, such as gluinos and squarks is closely
related to top production. Near the production threshold, these processes were
studied up to NLL and NNLL accuracy in [83, 84]. The production of top-squark
pairs was evaluated within PIM and 1PI kinematics up to approximate NNLO
[85] and the corresponding soft gluon emission corrections were resummed up to
NNLL accuracy [86]. Several papers also considered threshold resummation for jet
observables [87–95]. We will discuss jet variables and the associated challenges
below.

In the last few years important progress was made in the analysis of processes
sensitive to small transverse momenta and processes whose factorization formulas
in SCET involve a collinear anomaly. Such observables play an important role, in
particular at hadron colliders. The simplest example is again the Drell-Yan process
at small vector boson transverse momentum [96–99], which was discussed in
Chap. 7. As in the case of threshold resummation, the same formalism immediately
applies to any colorless final state such as Higgs production [100, 101], where
the resummation was carried out up to NNLL accuracy. The formalism was also
applied to diboson production in [102]. A particularly interesting application is
the production of a top-quark pair with low transverse momentum, whose cross
section was resummed up to NNLL accuracy in [103, 104]. This is an example
of an observable, for which resummation was first performed using SCET. (In the
meantime, the same resummation has also been achieved using traditional methods
[105].) An important ingredient for the matching to fixed-order computations and to
increase the accuracy of the resummations are the two-loop beam functions relevant
for this case, which were computed in [106, 107] using the analytic regulator
introduced in [108]. The beam functions for transverse momentum resummation
are nothing but TPDFs and this is the first two-loop computation for such objects.
In addition to the beam functions for TPDFs, recently also the two-loop beam
functions for virtuality dependent PDFs [109, 110] and for fully unintegrated PDFs
(which depend both on the virtuality and the transverse momentum) were computed
[111, 112], so that the complete set of unintegrated PDFs is available.

Using SCET methods, we have also gained a better understanding of the form of
the long-distance effects. The leading effects are enhanced by large logarithms and
can be viewed as a non-perturbative correction to the anomaly [113]. Fits to extract
non-perturbative effects in TPDFs have been performed in [114].

9.3 Event Shapes

The simplest observables that go beyond the hadronically inclusive cross sections
we just discussed are event-shape variables. They classify events according to some
simple geometric properties of the final-state hadron momenta and are designed in
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such a way that they probe properties which are insensitive to hadronization effects
and can be computed in perturbation theory for sufficiently large center-of-mass
energy. A necessary condition for this is that the variables are infrared safe: they
must be defined in such a way that exactly collinear splittings and arbitrarily soft
emissions do not change the value of the observable.

The classic example of an event-shape variable at eCe� colliders is the thrust T .
To obtain the thrust of an event one first finds the axis where most of the momentum
of the particles in the event flows. The thrust unit vector EnT points along this axis
and the value of T of an event is then given by the ratio of the momentum flowing
along this axis over the total momentum so that T D 1 corresponds to an event
where all particles fly exactly along the same direction. The precise definition reads

T D 1

Ptot
max
EnT

X
i

jEnT � Epi j : (9.1)

The sum runs over all particles in the event and Ptot D P
i j Epi j. For massless

particles Ptot is equal to the center of mass energy Q of the collision. One
immediately sees that the thrust remains the same if one splits a given momentum
Epi into two collinear momenta, or emits an additional very soft particle: thrust is an
infrared safe observable.

Thrust and a number of other event shapes have been measured with exquisite
precision by the LEP experiments at CERN. As an example, Fig. 9.1 shows the
thrust distribution as measured by the ALEPH experiment at LEP [115]. One
immediately observes that most events have large thrust. This is not surprising: the
lowest order in perturbation theory consists of a back-to-back quark anti-quark pair
and has T D 1. Contributions which involve large-angle radiation are suppressed by
the coupling constant ˛s . Most events therefore consist of two narrow jets formed
by the q Nq pair and its accompanying soft and collinear radiation. The typical mass
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Fig. 9.1 Left: The thrust distribution as measured by the ALEPH experiment at LEP I [115]. The
inset shows the region relevant for the ˛s determination. Right: Sample collider events. The two-jet
configuration on the left has a large thrust T � 0:98, while the multi-jet event on the right has
T � 0:65 (note that a completely spherical event has T D 1=2). The red dashed line indicated the
thrust vector



146 9 Applications of SCET

of the jets at large thrust is M2
J � Q2.1 � T / and perturbative corrections to

the thrust distribution are enhanced by logarithms of M2
J =Q

2 � .1 � T / which
need to be resummed. One can analyze the two-jet region using SCET and can
derive a factorization theorem for the cross section; this quantity can be written in
terms of a hard function, two jet functions and a soft function [116–118]. Using the
RG methods we discussed in Chap. 6 the thrust distribution was resummed up to
N3LL accuracy in [119], two orders in logarithmic accuracy higher than what had
been achieved with traditional methods, and matched to NNLO fixed order results
[120, 121]. Based on this result, Ref. [122] performed a precision determination of
the strong coupling constant ˛s from this variable. In this analysis, both the value
of the coupling constant and non-perturbative effects are extracted from a fit to the
available experimental data. The resulting value ˛s.MZ/ D 0:1135˙.0:0002/expt˙
.0:0005/hadr ˙ .0:0009/pert has very small uncertainties and is significantly lower
than the world average for ˛s D 0:1185˙ 0:0006 [123], whose small error is due
to the small uncertainty of the lattice QCD results. Let us note that hadronization
effects play a significant role in the extraction of ˛s from event shapes. Accounting
for them lowers the extracted value of ˛s.MZ/ by 8% [122]. To obtain the above
level of accuracy, hadronization as well as other small effects (such as hadron mass
effects [124, 125] and finite b-quark mass effects [126, 127]) need to be under good
control.

It will be important to validate the above result for ˛s by using other event-
shape variables for which accurate predictions are available. One such example
is the heavy jet mass, which was evaluated in [128] to N3LL accuracy. Another
example are the total and wide jet broadenings for which a factorization theorem
was obtained in [129, 130] and for which NNLL resummation was performed in
[131]. The definition of the total jet broadening is identical to the one for thrust
in Eq. (9.1), except that one measures the momentum transverse to the thrust
axis instead of the longitudinal momentum. Since it involves small transverse
momenta, the factorization theorem for broadening is characterized by the presence
of a collinear anomaly, which generates an additional dependence on the large
momentum transfer in the product of the jet and soft functions. The so-called
angularity is an event shape which depends on a parameter ˛ and reduces to thrust
for ˛ D 0 and broadening for ˛ D 1. Lee and Sterman were able to show that
the same parameter governs the leading non-perturbative corrections for all values
˛ < 1 [132] and recently this result was extended to the broadening ˛ D 1

[113]. Because of the anomaly, non-perturbative effects for the broadening are
logarithmically enhanced. Since the same hadronic parameter generates the leading
non-perturbative corrections to an entire class of event shapes, a simultaneous fit to
multiple shapes should give a better handle on the hadronization effects. Angularity
distributions at NLL accuracy were studied in [133] and a detailed comparison to the
resummation for the same observables carried out by means of traditional (“direct”
QCD) methods was presented in [134]. In the latter work it was found that the
two resummation methods, direct QCD and SCET, are equivalent, and the origin
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of numerical differences in the implementation of the resummation formulas in the
two frameworks was clarified.

A complication for the case of broadening is that this variable is sensitive to soft
recoil [135]. While the transverse momentum of the soft radiation can be neglected
for thrust, it has to be taken into account for broadening since it is of the same
order of magnitude as the transverse momentum of the collinear radiation. These
recoil effects complicate the computation of broadening and recently an alternative
definition of the usual event shapes has been proposed which uses the broadening
axis, the axis which minimizes the scalar sum of the transverse momenta, to define
the shapes, and is insensitive to recoil effects [136].

An event shape suitable for eCe�, e�p, as well as pp collisions is the N -
jettiness �N . It provides a generalization of thrust and vanishes in the limit of N
infinitely narrow jets [137]. Instead of a single thrust vector, one introduces N
different reference vectors, one for each direction of a final state jet, and groups
the momenta intoN groups, according to their largest component along the vectors.
Finally, one minimizes over the directions of the vectors. For eCe�, two-jettiness
�2 D 1 � T . For hadronic collisions, the reference vectors always include the two
beam directions. The zero-jettiness (which considers only radiation along the beam
directions) is also called beam thrust and has been computed to NNLL accuracy for
the Drell-Yan and Higgs production processes in [138, 139]. At the same accuracy,
also 1-jettiness in Higgs production has been considered [140]. The two-loop beam
functions relevant for these cases are now available [109, 110]. In addition, 1-
jettiness for Deep-Inelastic Scattering (DIS), e�p ! e�X , has been considered
and all the ingredients of the relevant factorization theorem were computed at one-
loop accuracy [141–144].

9.4 Jet Physics

Most of collider physics is discussed in terms of jet observables, which are
much more common, but also more complicated than event-shape variables. The
basic goal of jet definitions is to obtain observables which are closely related
to the underlying hard-scattering reaction and provide detailed information about
it, but are also inclusive enough to be perturbatively calculable. There are many
different jet definitions, i.e. ways to group particles of a given event into jets,
but a basic requirement is again infrared safety, as discussed in the context of
event shapes in the previous subsection: the jet clustering should be insensitive
to collinear splittings and soft emissions. Historically, not all jet algorithms used
by experiments have fulfilled this requirement and only in recent years algorithms
have been developed which are both practical at hadron colliders and theoretically
sound [145, 146]. The jet algorithms currently in use fall in two categories: cone
algorithms, which group particles moving inside a specified angular region into
jets, and sequential recombination algorithms, which cluster particles according to
a measure in momentum space, until a termination criterion is met at which point



148 9 Applications of SCET

the combined particles define a jet. A review of different jet algorithms and their
applications can be found in [147].

Given that jets are collinear sprays of particles surrounded by soft radiation,
SCET is a natural framework to describe them, particularly in the limit where the
invariant masses of the jets are much lower than the center-of-mass energy at which
they are produced. In Chap. 8, we have discussed the effective theory for a process
with N jets: it involves a collinear field for each direction and a soft field which
mediates interactions among the different directions. The relevant hard functions are
given by the scattering amplitudes and we have shown in Chap. 8 that factorization
constraints completely fix their anomalous dimension to NNLL accuracy [148].
The jet and soft functions will depend on the jet clustering algorithm and need to
be computed to one-loop accuracy if one aims at NNLL resummation. The basic
factorization theorem for N -jet processes is discussed in more detail in [149].

While this broad-brush picture is correct, the standard hard-jet-soft factorization
does not immediately translate into a resummation of all large logarithms. For
complicated observables, it can happen that the soft and jet functions themselves
suffer from large logarithms, for any choice of the renormalization scale. This
happens, for example, if the soft radiation is not distributed uniformly. The simplest
example of such a situation is a soft function where the radiation is split into
two hemispheres and the radiation is forced to have energy !1 in one hemisphere
and !2 in the other. If !1 � !2, this soft function has logarithms of the form
˛ns lnm !1=!2 with m � n, starting at O.˛2s /. These types of logarithms are called
non-global logarithms because they appear in particular when an observable is
insensitive to emissions into certain regions of phase space (the two-hemisphere
soft function in our example is not very sensitive to emissions into the second
hemisphere) [150]. Except for the leading non-global logarithms in the large Nc
limit, which can be resummed using Monte Carlo methods [150] or by solving an
integro-differential equation [151], their resummation is not yet understood. The
full two-loop hemisphere soft function was computed in [152, 153], so that the full
analytic dependence of this function on the ratio !1=!2 is now known. Furthermore,
the leading logarithms up to five-loop order were obtained in [154] analytically,
by solving the equation [151] order by order. Hopefully these computations will
provide a starting point for a better understanding of these types of logarithms.
Since we deal with a hierarchy of scales, it should be possible to construct an
effective theory which factorizes the contributions from the two scales. However,
constructing such an effective theory remains an interesting open problem.

All jet algorithms have a dimensionless parameter R, the jet radius, which
determines the jet size. At small R, the jets are narrow and one encounters
logarithms of R in perturbative calculations. At one-loop order, the appearance of
these logarithms in SCET for different eCe� jet algorithms was studied in [155],
the particular case of Sterman-Weinberg jets was discussed earlier in [156]. For
recombination-style jet algorithms, such logarithms were studied in [157, 158].
These papers relate these logarithms to non-global logarithms and conclude that, due
the complicated nature of the n-particle phase-space constraints, in recombination
algorithms higher-logarithmic resummations appear difficult.
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Our discussion so far makes it clear that resummations for jet variables are
challenging. On the other hand, there is a lot to gain from a better understanding
of jet observables and jet substructure, in particular at the LHC. Because of the high
center-of-mass energy, hadronic decay products of heavier particles are often very
boosted and inside a single jet. The substructure of this jet can be used to identify the
underlying particle. Many jet substructure techniques have been developed over the
last years, but the validation and understanding of these methods is so far mostly
based on parton shower Monte Carlo programs, which are only accurate at the
leading-logarithmic level. In SCET, jet shapes for exclusive multi-jet events in eCe�
collisions were considered in [159, 160]; the factorization of these observables was
studied by means of SCET method and the resummation of large logarithms was
carried out up to NLL accuracy. These observables suffer, however, from non-
global logarithms which enter at the same accuracy [161]. The resummation of the
jet mass in eCe� ! 2 jets with a jet veto was analyzed by means of SCET in
[92, 93]. In these works the dominant dependence on R and the leading non-global
logarithms were obtained. The full two-loop result for this quantity was recently
obtained in [162]. One promising way to study the structure of jets is to use events
shapes defined for the particles inside the jet. For this purpose “N-subjettiness” was
introduced in [163].

In many cases, measurements and searches at the LHC are performed using
jet bins, because the background composition can be quite different if the final
state contains jets. An example is Higgs production with subsequent decay H !
W CW �, which receives a large background from t Nt ! W CW �b Nb. Since it comes
with two b-jets, the top-quark background can be significantly reduced by imposing
a veto on jets. (An alternative method is to use an event shape, such as beam thrust,
to suppress additional jets [139].) Since the recombination jet algorithms used by
the experiments cluster all particles into jets, one cannot completely avoid jets, but
one can veto jets with transverse momentum larger than a threshold pjet

T > pveto
T ,

where pveto
T is chosen to be of order 20–30GeV. This veto induces logarithms of the

ratiomH=p
veto
T . With traditional methods, the resummation of these logarithms was

achieved to NLL accuracy in [164] and extended to NNLL in [165]. In between these
two papers, an all-order resummation formula for the cross section was obtained
using SCET in [166]. This factorization theorem again suffers from a collinear
anomaly. Based on this theorem, numerical results at N3LLpartial were given in
[167], where “partial” refers to the fact, that the three-loop anomaly constant,
which is needed at this accuracy, is not yet available and its effect was estimated
numerically. This constant is a function of the jet radius and the leading logarithmic
piece at three-loop accuracy was obtained in [168] and turns out to be small. The
factorization theorem obtained in [166] is based on the fact that soft and collinear
radiation separately clusters into jets at low pveto

T . This was called into question in
[169] where it was claimed that the independent clustering of the radiation is only
guaranteed at small jet radius R � pveto

T =mH and that NNLL resummation at finite
R is therefore not possible. The numerical results [165] and the analytic studies of
[167] show that resummation at NNLL is possible, but the authors of [169] maintain
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that the factorization at finite R beyond this accuracy is an open question. They
have released an independent numerical analysis at NNLL’ level, where the prime
indicates that the analysis includes all the two-loop ingredients in the factorization
formula [170]. The three results [165, 167, 170] differ in formalism and scheme
choices, but are equivalent at NNLL accuracy and are matched to the NNLO fixed-
order result. In addition, also resummation for the cross section with a single hard jet
was considered [171, 172]. This suffers from the non-global logarithms discussed
above, but it was argued that their effects are small. A perhaps more important
limitation is that the resummation is only valid for largepT of the jet, but most jets in
the one-jet bin have transverse momentum just above the veto scale. The consistent
combination of results in different jet bins was addressed in [173]. Jet vetoes play
a role also in other processes. The resummation of the associated logarithms was
also studied for off-shell Higgs bosons decaying inW boson pairs [174], associated
production of a Higgs and a vector boson [175] andW CW � production [176].

All resummations described so far were performed analytically, on a case-by-
case basis. It would be desirable to have a flexible numerical framework, similar to
a Monte-Carlo event generator, which resums not only leading, but also subleading
logarithms. Within traditional resummation, such an automated resummation was
achieved at NLL accuracy with a computer code called CAESAR [177]. This code
is restricted to observables which are global, so most jet observables cannot be
resummed. So far, no such code based on SCET has been constructed, but there are
ongoing efforts to improve parton showers using SCET. The relation between SCET
and parton showers was first investigated in [178] where the parton shower was
derived from a sequence of effective theories. This paper did, however, not address
the role of soft gluons and its analysis is therefore incomplete. A full analysis for the
case of a hierarchical three-jets configuration, where two jets are close to each other,
was later given in [179]. A SCET improved parton shower is GENEVA [180–183].
(At the time of this writing, a public code is not yet available.) Based on a standard
parton shower, it is accurate at LL accuracy, but implements matching to fixed order
at different jet multiplicities. To distinguish the different jet multiplicities, it uses
the N -jettiness event shape, which is implemented at NNLL accuracy. The fact
of having the resolution parameter resummed has the advantage that one does not
suffer from large corrections due to logarithms of the resolution parameter. One
subtle issue in this approach is that one wants to add showering to get a good
description of other observables, but needs to avoid that the shower destroys the
logarithmic accuracy ofN -jettiness. In other words, one needs to consistently match
the parton shower and the resummed result.

SCET has also been used to analyze jet-physics observables which are not
infrared safe and therefore need non-perturbative input; an early example is
[184, 185]. More recent work includes cross sections with identified hadrons inside
a jet, which require non-perturbative fragmentation functions [186–191], jet charge
distributions [192] and track-based observables [193, 194].
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9.5 Electroweak Sudakov Logarithms, Glauber Gluons,
and Gravity

We close our overview by going over a few additional interesting applications,
which do not fit the classification of the previous subsections. These include some
newer developments, where first steps towards an effective-theory analysis of a
given problem were achieved, but open questions remain.

For high-energy collisions at energies which exceed the masses of electroweak
bosons, large electroweak Sudakov logarithms arise. We have discussed the massive
scalar form factor integral in Sect. 2.3, which provides the simplest example where
such a logarithm is present. Electroweak logarithms can be numerically large at the
LHC and their resummation by means of SCET was studied in [195–199]. The
example in Sect. 2.3 shows that such processes suffer from collinear anomalies
and the resummation of the anomalous logarithms was first understood in this
context [196]. The papers [195–199] focused on logarithms due to virtual diagrams
and computed them for a number of different processes. An example where this
formalism has been applied to a physical cross section is [200]: In that work
the resummation of electroweak logarithms in single Z;W; � production at large
transverse momentum was carried out. In [200], the real emissions were included
using threshold resummation. SCET has also been used to analyze electroweak
effects in Higgs production via vector-boson fusion [201, 202] and to the t Nt
asymmetry [203]. An interesting property of electroweak Sudakov logarithms is
that they persist even in inclusive cross sections [204–206]. This arises because the
initial states of the collisions are color-neutral but charged under weak SU(2).

In the factorization proofs for the Drell-Yan process, an important part of
the analysis was to show that the so-called Glauber momentum region does not
contribute [207–209]. The Glauber gluons have transverse momenta pT much
larger than their light-cone components pC and p� and can induce Coulomb-like
interactions among soft and collinear particles. Since their pC and p� momentum
components are negligible compared to the transverse momentum, these Glauber
modes are off the mass shell. Similar to Coulomb gluons, they should be described
by a potential, not by a dynamical field. Glauber interactions can only arise in
forward scattering and naively one might think that they cannot play a role for
processes such as inclusive Drell-Yan production. However, any hadron collider
cross section includes a forward-scattering part, because the proton remnant (i.e.
the proton without the parton which participates in the hard-scattering) moves
in the forward direction. A strategy of region analysis of Drell-Yan diagrams
which include the spectator quarks was performed in [210] which showed that a
contribution from such a region indeed arises in individual diagrams. At the same
time, this analysis also revealed that this contribution is not unambiguously defined
without additional regulators, as is characteristic for processes which suffer from a
collinear anomaly. An important feature of forward scattering amplitudes is Regge
behavior, the statement that the forward scattering amplitude develops a power-
like dependence on the momentum transfer M � s˛.t/, where s and t are the
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usual Mandelstam invariants and ˛.t/ is called the Regge exponent. Recently, there
has been progress in analyzing this behavior using SCET and understanding the
role Glauber modes play in it. In particular, two papers have shown how to obtain
Regge behavior from SCET. The paper [211] performed a region analysis of forward
scattering diagrams, while the paper [212] has derived the Balitsky-Fadin-Kuraev-
Lipatov (BFKL) equation [213, 214] using the rapidity RG [100], an alternative
framework to resum anomaly logarithms. In both papers, the Glauber region plays
a prominent role. Nevertheless, a complete treatment of Glauber contributions in
the effective theory is not yet available. The inclusion of Glauber gluons would
open the door to analyze what role these modes play in different observables. The
paper [215] showed that the standard arguments used to show their absence fail for
less inclusive variables and argues that Glauber contributions might be responsible
for multi-parton interactions (MPI). These are modeled in parton-shower Monte
Carlos to describe the data but lack a clear field theoretic interpretation. Glauber
gluons also play a role when one describes the propagation of an energetic particle
through a medium. This process is relevant to understand jet quenching in heavy-ion
collisions, which was analyzed in the context of SCET in [216–219].

In addition to the soft MPI, which we mentioned in the context of Glauber
contributions, one can encounter double hard scattering at colliders, a situation
which was studied in SCET in [220–222]. The corresponding factorization is again
anomalous.

Finally, SCET has also been used to analyze the physics of soft and collinear
gravitons [223]. This connects back to a paper of Weinberg we mentioned earlier
and in which he showed that the infrared structure of gravity is very similar to
QED [224]. The structure is simpler than the one encountered in non-abelian
gauge theories because the graviton couples proportional to energy and the spin
structure prohibits singular collinear splittings. The proof of the absence of collinear
singularities in gravity is nevertheless nontrivial, because one component of the
collinear field scales with a negative power 1=	 (for a diagrammatic proof of the
absence of collinear singularities, see [225]).

9.6 Outlook

Our overview shows that SCET has been applied to a broad range of processes.
Often, also a treatment with traditional methods is available, but by now there
are many examples where higher-log resummation was first achieved within the
effective theory framework and where the accuracy obtained using SCET is higher
than what was obtained using diagrammatic methods. At this year’s (2014) Loopfest
conference, the summary speaker observed that most of the presented work on
resummation was done using effective field theory methods, so SCET is becoming a
standard tool in this field. That the method has reached maturity can also be deduced
from the fact that one of the chapters of the Review of Particle Physics [123] is
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devoted to SCET and that the effective theory now has found its way into a quantum
field theory textbook [226].

On the other hand, in many respects, we are still at the beginning. There are still
new applications of SCET which appear in the literature, a very recent example is
the computation of the annihilation rates of heavy dark matter particles [227–229].
As we discussed in detail above, there are also still many open questions which
remain. In particular, there are large classes of observables, such as those which
involve non-global logarithms, for which we do not yet know how to resum to
higher accuracy, and even for basic hadron collider observables, there are still open
questions about their factorization. Even in cases where we know how to perform
resummations in the effective field theory, they are currently still done analytically
on a case-by-case basis. We eventually would like to have automated tools to
perform such calculations. On an even more basic level, there is also ongoing work
on an alternative, more physical formulation of the effective theory for energetic
particles [230, 231].

We hope our introduction will make SCET accessible to a wider audience and
invite our readers to contribute to answering some of the open questions!
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Appendix A
Summary of Notations and Conventions

For the reader’s convenience, we collect here some basic notation and conventions
used throughout these lectures and introduced at various points in the main text.

A.1 Kinematics

We make use of the traditional mostly minus metric with signature .C;�;�;�/,
so that for an on-shell massive particle of four-momentum p� 	 .E; Ep/ D
.p0; px; py; pz/ one finds

p2 	 p � p D E2 � j Epj2 D m2 > 0 : (A.1)

The light vectors n and Nn are defined as

n� D .1; 0; 0; 1/ ; and Nn� D .1; 0; 0;�1/ ; (A.2)

so that

n2 D n � n D 0 ; Nn2 D Nn � Nn D 0 ; n � Nn D 2 : (A.3)

For each four-vector p� we can define the four-vectors p�C and p�� by using the
light-like vectors n and Nn:

p
�
C 	 .n � p/

Nn�
2
; p�� 	 . Nn � p/

n�

2
; (A.4)
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so that the vector p� can be written in terms of these vectors or as a list of
components in the light-cone basis defined by n and Nn:

p� D p�C C p�� C p�? 	
�
n � p ; Nn � p ; p2?

	
: (A.5)

The four-vector p�? is related to two-dimensional vector EpT by p2? D �j EpT j2 	�p2T .
The scalar product of two vectors p� and q� can then be written as

p � q D pC � q� C p� � qC C p? � q?

D 1

2
.n � p/ . Nn � q/C 1

2
.n � q/ . Nn � p/� EpT � EqT : (A.6)

Consequently, the square of p is

p2 D 2pC � p� C p2? D .n � p/ . Nn � p/ � p2T : (A.7)

In order to match the literature and to keep the notation as supple as possible,
on a few occasions, explicitly indicated in the text, we employ the superscripts˙ to
indicate the light-cone components rather than the four-vectors. In those cases pC 	
n �p D p0Cpz and p� 	 Nn �p D p0�pz. We make use of this notation for example
in Sect. 6.3 after Eq. (6.56). If pC and p� indicate the light-cone components, then
p2 D pCp� � p2T . This last identity should be compared with Eq. (A.7) which
is written in terms of the light cone vectors defined in Eq. (A.4). Using light-cone
components, the integration over momentum space can be written as

Z
ddk D 1

2

Z C1
�1

dkC
Z C1
�1

dk�
Z
dd�2k? ;

Z
ddk ı.k2/�.k0/ D 1

2

Z 1
0

dkC
Z 1
0

dk�
Z
dd�2k? ı.kCk� � k2T / : (A.8)

A.2 Scaling

We summarize the scaling of the various types of momenta in terms of a generic
hard scale Q and a small dimensionless expansion parameter 	:

Hard momentum p � .1; 1; 1/Q ;

Collinear to n p � �	2; 1; 		Q ;

Collinear to Nn p � �1; 	2; 		Q ;

Semi-hard (a.k.a. soft) p � .	; 	; 	/Q ;
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Soft (a.k.a. ultra-soft) p � �	2; 	2; 	2	Q ;

Glauber modes p � �	2; 	2; 		Q :

The collinear and soft fields in QCD scale as follows

Collinear quark component �  D PC c D n= Nn=
4
 c � 	 ;

Collinear quark component � � D P� c D Nn=n=
4
 c � 	2 ;

Collinear gluon fields Ac Ac � p � .	2; 1; 	/ ;
Soft quark field  s  s � 	3 ;
Soft gluon fields As As � p � .	2; 	2; 	2/ :

A.3 Regularization and Ultraviolet Renormalization

We employ dimensional regularization in order to regulate both UV and IR
divergences. The dimensional regulator " is defined through the equation d D 4�2",
where d is the number of dimensions.

At several points throughout the lectures we carry out UV renormalization in
massless QCD by absorbing the UV poles in the bare coupling constant gs . The
relevant relation to achieve this goal is

g2s D 4�˛0s D 4�
�
e�E

4�
�2
�"
Z˛˛s .�/ ; (A.9)

with

Z˛ D 1 � ˛s.�/
4�

ˇ0

"
C
�
˛s.�/

4�

�2 �
ˇ20
"2
� ˇ1
2"

�
CO �

˛3s
	
: (A.10)

With these definitions, the bare (squared) coupling ˛0s (which is of course scale
independent) has mass dimension 2", while the renormalized coupling ˛s is
dimensionless. The explicit expression of the coefficients ˇ0; ˇ1 can be found in
Appendix I together with the explicit expressions of the other anomalous dimensions
employed in this work.



Appendix B
One-Loop Integrals

In this appendix we collect some details concerning the explicit calculation of the
loop integrals discussed in Chaps. 2 and 6. The computation of these loop integrals
can be done using standard methods, such as Feynman parameterization. The only
difference between QCD and SCET integrals are that the latter can also involve
propagator denominators which are linear in the loop momentum, while QCD
only involves quadratic denominators in covariant gauges. The linear propagators
arise from expanding away small momentum components in the soft and collinear
regions. To combine linear and quadratic propagators, it is convenient to use the
representation

1

ab
D
Z 1
0

dy
1

.aC by/2
; (B.1)

in cases where a is a standard propagator, and b linear in the loop momentum. Note
that the y integral runs up to infinity. By performing a variable from y to x change
y D x=.1�x/, one recovers the standard Feynman parameterization. Equation (B.1)
can be generalized to the case of n-propagators as follows

1

a1a2a3 � � �an D
Z 1
0

dy1

Z 1
0

dy2 � � �
Z 1
0

dyn�1
.n � 1/Š

.a1 C a2y1 C a3y2 C � � �anyn�1/n :
(B.2)

For higher power of propagators, one uses

1

anbm
D �.mC n/
�.m/�.n/

Z 1
0

dy
ym�1

.aC yb/nCm : (B.3)

Using this relation together with standard Feynman parameterization, one can easily
bring all SCET loop integrals in a form where the momentum integration can be
carried out.
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B.1 Integral Ih

In order to obtain the result in Eq. (2.39) for the integral Ih, we start by applying the
Feynman parameterization

1

abc
D 2

Z 1

0

dx
Z x

0

dy
1

Œay C b.x � y/C c.1 � x/�3 ; (B.4)

to the integral in Eq. (2.38). We then obtain

Ih D i��d=2�4�d
Z
ddk

1

k2 .k2 C 2k� � lC/ .k2 C 2kC � p�/

D i��d=2�4�d
Z 1

0

dx
Z x

0

dy
Z
ddk

2

�3.x; y; k/
(B.5)

where

�3.x; y; k/ D .k2 C 2kC � p�/y C k2.x � y/C .k2 C 2k� � lC/.1� x/
D k2 C 2k � Œpy C l.1� x/�CO.	/ : (B.6)

The integral over the virtual momentum can be evaluated by employing the
formula

Z
ddk

1

.k2 C 2k �Q �M2/˛
D .�1/˛ i�

d
2

.M 2 CQ2/
˛� d2

�
�
˛ � d

2

	
� .˛/

: (B.7)

In this way one finds

Z
ddk

1

�3.x; y; k/
D � i�

d
2

2
�

�
3 � d

2

�
V

d
2 �3 .x; y/ ; (B.8)

with

V.x; y/ D p2yC l2.1�x/C2p � ly.1�x/ D 2lC �p�y.1�x/CO.	2/ : (B.9)

Therefore, the integral Ih becomes

Ih D �.1C "/
2lC � p�

�
�2

2lC � p�
�" Z 1

0

dx
Z x

0

dy
1

Œy.1 � x/�1C" : (B.10)
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The integral over the Feynman parameters x and y gives

Z 1

0

dx
Z x

0

dy
1

Œy.1 � x/�1C" D �
1

"

Z 1

0

dxx�".1� x/�1�"

D �1
"

�.1 � "/�.�"/
�.1� 2"/ D �2.�"/

�.1 � 2"/ : (B.11)

By inserting the equation above in Eq. (B.10) one obtains Eq. (2.39) .

B.2 Integral Ic

In this appendix we evaluate the collinear region integral in Eq. (2.41). This integral
now involves a linear propagator and we choose to employ the parametrization of
the integrand in Eq. (B.2) for the case n D 3

1

abc
D
Z 1
0

dx1

Z 1
0

dx2
2

.aC bx1 C cx2/3
; (B.12)

where we identify the denominators as follows: a D k2, c D 2lC � k, and b D
.k C p/2. In this way one finds that

Ic D i�� d2 �4�d
Z 1
0

dx1

Z 1
0

dx2

Z
ddk

2

Œ.1C x1/ .k2 C 2k � V �M2/�
3
;

(B.13)

with

V � D x1p
� C x2l�C
.1C x1/ ; M 2 D �x1p2

.1C x1/ : (B.14)

At this stage it is possible to evaluate the integral over the virtual momentum by
employing the master formula Eq. (B.7); in this way one finds

Ic D �2"� .1C "/
Z 1
0

dx1
1

.1C x1/3
Z 1
0

dx2

�
P2x1 C 2lC � p�x1x2

.1C x1/2
��1�"

D �2"� .1C "/
Z 1
0

dx1
x�1�"1

.1C x1/1�2"
Z 1
0

dx2
�
P2 C 2lC � p�x2

	�1�"
;

(B.15)
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where p2 D �P2. The integrals over x1 and x2 factor and one finds

Ic D �2"� .1C "/ P�2�2" �.1� "/�.�"/
�.1 � 2"/

Z 1
0

dx2 .1C rx2/�1�" ; (B.16)

with r D 2lC � p�=P 2. By replacing x2 ! x02=r one finds

Ic D
�
�2

P 2

�"
� .1C "/
2lC � p�

�.1 � "/�.�"/
�.1 � 2"/

Z 1
0

dx02
�
1C x02

	�1�"

D
�
�2

P 2

�"
� .1C "/
2lC � p�

�.1 � "/�.�"/
"�.1 � 2"/

D �� .1C "/
2lC � p�

�2.�"/
�.1 � 2"/

�
�2

P 2

�"
; (B.17)

which is the result found in Eq. (2.41).

B.3 Integral Is

Finally, let us also evaluate the soft region integral in Eq. (2.43). As a first step
we again apply the Feynman parametrization in Eq. (B.12). By choosing a D k2,
b D 2p� � k C p2, and c D 2lC � k C l2, the denominator of the integrand of
Eq. (B.12) becomes

aC bx1 C cx2 D k2 C 2k � .p�x1 C lCx2/C p2x1 C l2x2 : (B.18)

It is now possible to integrate over the virtual momentum by employing the master
formula in Eq. (B.7) so that one finds

Is D �2"� .1C "/
Z 1
0

dx1

Z 1
0

dx2
�
x1P

2 C x2L2 C 2lC � p�x1x2
	�1�"

;

(B.19)

whereP2 D �p2 andL2 D �l2. To complete the evaluation of the integral we need
to resort to a series of changes of variables. One starts by replacing x1 ! x01=P 2 and
x2 ! x02=L2; in this way the integral becomes (neglecting the prime superscript)

Is D �2" � .1C "/
P 2L2

Z 1
0

dx1

Z 1
0

dx2 .x1 C x2 C ax1x2/
�1�" ; (B.20)
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with a D 2lC�p�=.P 2L2/. It is now convenient to separate the integration variables;
we send x2 ! x1x

0
2 to obtain

Is D �2" � .1C "/
P 2L2

Z 1
0

dx1

Z 1
0

dx2x
�"
1 .1C x2 C ax1x2/

�1�" : (B.21)

Then, we replace x2 ! x02=.1C ax1/; in this way one finds

Is D �2" � .1C "/
P 2L2

Z 1
0

dx1
x�"1

1C ax1

Z 1
0

dx2 .1C x2/�1�" I (B.22)

the two integrals are now factored. To complete the calculation we replace x1 !
x01=a to obtain

Is D �2" � .1C "/
P 2L2

a�1C"
Z 1
0

dx1
x�"1
1C x1„ ƒ‚ …

D�.1�"/�."/

Z 1
0

dx2 .1C x2/�1�"
„ ƒ‚ …

D 1
"

: (B.23)

Finally, one finds

Is D � .1C "/
P 2L2

�
P2L2

2lC � p�
��

2lC � p��2
P 2L2

�"
.�"/�."/�.�"/

"

D �� .1C "/
2lC � p� �."/�.�"/

�
2lC � p��2
P 2L2

�"
; (B.24)

which is the result in Eq. (2.43).
If the external legs are set on-shell at the beginning of the calculation (p2 D

l2 D 0) the integral vanishes, even if p � l ¤ 0. This can be readily proven by setting
p2 D l2 D 0 in Eq. (B.19). By doing this one obtains

Is
�
p2 D 0; l2 D 0	 D �2"� .1C "/

Z 1
0

dx1

Z 1
0

dx2 .2lC � p�/�1�" .x1x2/�1�" ;
(B.25)

where the two integrals in x1 and x2 factorize. It is now sufficient to prove that one
of the two integrals vanishes. Let us consider the x1 integration:

Z 1
0

dx
1

x1C"
; (B.26)

it develops an ultraviolet divergence for " < 0 and an infrared divergence for " > 0.
In order to give a mathematical meaning to this integral we split the integration
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region into two parts using a regulator ƒ: the infrared region for x < ƒ and the
ultraviolet region for x > ƒ:

Z 1
0

dx
1

x1C"
D
Z ƒ

0

dx
1

x1C"
C
Z 1
ƒ

dx
1

x1C"
: (B.27)

On the r.h.s. the first integral is convergent for " < 0, while the second one is
convergent for " > 0. To distinguish the nature of the two divergences we can use
two different regulators in the two different regions, by working out the integration
for "IR < 0 and for "UV > 0 we find

Z 1
0

dx
1

x1C"
D �ƒ

�"IR

"IR

C ƒ�"UV

"UV

; (B.28)

where both integrals develop poles for "IR D "UV D 0. The r.h.s. can be analytically
continued for arbitrary values of "IR and "UV without any constraint, therefore we
are free to identify "IR and "UV. As a consequence of this, the integral in Eq. (B.28)
vanishes. Another interesting way of proving that

Z
ddk

1

k2.k � p1/.k � p2/ D 0 ; (B.29)

for any p1; p2 involves integration by parts identities. One starts from the fact that
in dimensional regularization

Z
ddk

@

@k�
v�

k2.k � p1/.k � p2/ D 0 ; (B.30)

for any v�. In a standard integral, one could have boundary terms at infinite
momentum, but in dimensional regularization these are absent because one can
always choose the dimension in such a way that the integrand goes to zero
sufficiently fast for k� ! 1. By choosing v� D k� applying the derivative to
the integrand one obtains

0 D
Z
ddk

"
d � 4

.k2/.k � p1/.k � p2/

#
: (B.31)

Since in dimensional regularization one works in d ¤ 4 (and then one takes the
limit "! 0) the relation above implies Eq. (B.29).

Finally, we want to consider the soft integral in Eq. (2.47) and show that it
vanishes. For this purpose, we define the integral

I.˛; ˇ/ D
Z
ddk

1

.2k � l C l2/˛.2k � p C p2/ˇ (B.32)
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for ˛; ˇ � 1. By considering the integration by parts identities

Z
ddk

@

@k�
v�

.2k � l C l2/˛.2k � p C p2/ˇ D 0 ; (B.33)

with v 2 fl; pg one finds the relations

˛l2I.˛C 1; ˇ/C ˇ .l � p/ I.˛; ˇ C 1/ D 0 ;
˛ .l � p/ I.˛C 1; ˇ/C ˇp2I.˛; ˇ C 1/ D 0 : (B.34)

The equations above imply that

I.˛ C 1; ˇ/ D I.˛; ˇ C 1/ D 0 if .l � p/2 � l2p2 ¤ 0 : (B.35)

If in Eq. (B.33) one sets instead v D k one finds the relation

.d � ˛ � ˇ/I.˛; ˇ/C ˛l2I.˛ C 1; ˇ/C ˇp2I.˛; ˇ C 1/ D 0 ; (B.36)

which, taken together with Eq. (B.35), immediately implies

I.˛; ˇ/ D 0 ; (B.37)

and therefore in particular, the integral in Eq. (2.47) vanishes.

B.4 Collinear Integrals with the Analytic Regulator

In this appendix we describe the calculation of the collinear region integrals in
Eq. (2.49). We start by considering the integral Ic . It is useful to employ the
following Feynman parameterization

1

abc1C˛
D
Z 1
0

dx1

Z 1
0

dx2
.2C ˛/.1C ˛/

.c C ax1 C bx2/
3C˛ ; (B.38)

with a D k2 �m2, b D 2k � lC, and c D .k C p/2. The integral can be rewritten as

Ic D i��d=2�4�d .��/˛
Z 1
0

dx1

Z 1
0

dx2

Z
ddk

.2C ˛/.1C ˛/
�3C˛.k/

; (B.39)

where

�.k/ D .1C x1/
�
k2 C 2k �Q �M2

	
; (B.40)



176 B One-Loop Integrals

with

Q� D p� C l�Cx2
1C x1 ; M2 D m2x1

1C x1 : (B.41)

(We remind the reader that here we want to set p2 D l2 D 0.) The integration over
the virtual momentum can be carried out by employing Eq. (B.7) to obtain

Ic D �2"�2˛ � .1C ˛ C "/
� .1C ˛/

Z 1
0

dx1
1

.1C x1/3C˛
Z 1
0

dx2
1

.Q2 CM2/
1C˛C" ;

(B.42)

with

Q2 CM2 D 1

.1C x1/2

2p� � lCx2 Cm2x1.1C x1/

�
: (B.43)

The integration over x2 is of the form

Z 1
0

dx
1

.F1x C F2/1C˛C"
D 1

.˛ C "/
1

F1F
˛C"
2

; (B.44)

and therefore

Ic D 1

2p� � lC
�
�2

m2

�" �
�2

m2

�˛
� .˛ C "/
� .1C ˛/

Z 1
0

dx1
1

x˛C"1 .1C x1/1�"

D �.1C "/
Q2

�
�2

m2

�" �
�2

m2

�˛
� .˛ C "/ �.˛/� .1 � ˛ � "/
� .1C ˛/ � .1C "/ � .1 � "/ : (B.45)

Finally, by expanding the � functions first for ˛ ! 0 and then for " ! 0 one
obtains

� .˛ C "/ �.˛/� .1� ˛ � "/
� .1C ˛/ � .1C "/ � .1� "/ D �

1

"2
C 1

˛"
C �2

3
CO .˛; "/ ; (B.46)

which leads to the expression in Eq. (2.50). We stress the fact that the order in which
the expansions for small ˛ and small " is taken is important, and one first needs to
expand for ˛! 0 at fixed ".

We now turn to the calculation of the integral I Nc . In this case we apply the
Feynman parameterization in Eq. (B.38) with c D 2p� � k, a D k2 � m2, and
b D .kC l/2. The integral can be written exactly in the same form as in Eq. (B.39),
except for the fact that in this case the function � becomes

�.k/ D .x1 C x2/
�
k2 C 2k �Q �M2

	
; (B.47)



B.4 Collinear Integrals with the Analytic Regulator 177

with

Q� D p�� C l�x2
.x1 C x2/ ; M 2 D m2x1

.x1 C x2/ : (B.48)

After integration over the virtual momentum by employing Eq. (B.7), one finds

I Nc D �2"�2˛ � .1C ˛ C "/
� .1C ˛/

Z 1
0

dx1

Z 1
0

dx2
1

.x1 C x2/3C˛ .Q2 CM2/
1C˛C" ;

(B.49)

with

Q2 CM2 D 1

.x1 C x2/2
�
2p� � lC Cm2x1

	
x2 Cm2x21

�
: (B.50)

At this stage it is convenient to change variables by setting x1 ! x2x1; the integral
becomes

I Nc D �2"�2˛ � .1C ˛ C "/
� .1C ˛/

Z 1
0

dx1

Z 1
0

dx2
x�1C"2

.1C x1/1�˛�2" D.x1; x2/1C˛C"
;

(B.51)

where

D.x1; x2/ D m2x1.1C x1/x2 C 2p� � lC : (B.52)

The integration over the parameter x2 is of the form

Z 1
0

dx
1

x1�" .F1x C F2/1C˛C"
D �.1C ˛/�."/
�.1C ˛ C "/

1

F "
1 F

1C˛
2

: (B.53)

Therefore one finds

I Nc D 1

2p� � lC
�
�2

m2

�" �
�2

2p� � lC
�˛
�."/

Z 1
0

dx1
1

x"1.1C x1/1�˛�"

D �.1C "/
Q2

�
�2

m2

�" �
�2

Q2

�˛
�."/�.�˛/�.1 � "/
�.1C "/�.1� ˛ � "/ : (B.54)

Finally, in order to obtain the result in Eq. (2.50) it is sufficient to expand the
combination of � functions in the equation above for ˛ ! 0 and then for "! 0. In
fact one find

�."/�.�˛/�.1 � "/
�.1C "/�.1� ˛ � "/ D �

1

˛"
C �2

6
CO.˛; "/ : (B.55)
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B.5 Soft Function in Position Space

In Sect. 6.3 we computed the Drell–Yan soft function in momentum space, using the
Feynman rules for the Wilson lines derived in Appendix E below. An alternative is to
compute the Drell–Yan soft function OWDY.x; �/ directly in position space. Indeed,
the one and two-loop computations of this function were first carried out in position
space [1, 2]. The bare soft function OWDY.x/ can be expressed as a closed Wilson
loop1 by the product of the soft Wilson lines in the two currents as it was shown in
[1]:

OWDY.x/ D 1

Nc
trh0jT S�n.x/S Nn.x/� T S�Nn.0/Sn.0/

�j0i

D h0jP exp
�

igs

Z
CDY

dy� A
�.y/

�
j0i ; (B.56)

where the trace is over color indices, T , T are the time and anti-time ordering
operators. The operator P , as defined in [1], takes care of the path ordering of
the color indices, time and anti-time ordering of the fields. We then expand the
P ordered exponential in Eq. (B.56) and write the bare soft functions as

OWDY.x/ D 1C 1

2
.igs/

2CF

Z
CDY

dx�1

Z
CDY

dx�2 D��.x1 � x2/ ; (B.57)

where D��.x1 � x2/ is the gluon propagator. This propagator can be a normal loop
propagator or a cut propagator depending if the gluon attachment to the path resides
on the same side of the cut or not, because the object we compute corresponds to
an amplitude squared. A path-integral formalism to compute squared amplitudes
is the Keldysh formalism [3, 4] which is reviewed in [2, 5]. In a diagrammatic
description, the Wilson loop OWDY.y; �/ at order ˛s corresponds to the non-zero one-
loop diagrams of the type shown in Fig. B.1 where the curly lines represent the cut
gluon propagators. Contributions involving two times the same Wilson line vanish
in Feynman gauge because n2 D Nn2 D 0 and loop corrections are scaleless. We
parametrize the non-vanishing parts of the path from the first diagram of Fig. B.1 as

x
�
1 .t1/ D t1n� ; t1 2 Œ�1; 0� ;
x�2 .t2/ D x� C t2 Nn� ; t2 2 Œ�1; 0� : (B.58)

1This can be easily seen using the definition of the soft Wilson line

Sn.x/ D P exp
h
igs

Z 0

�1

dsn �As.x C sn/
i
;

where P indicates the path ordering of the color indices.
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0

Sn S†
n

Sn̄ S†
n̄

Sn S†
n

Sn̄

(x0, 0, 0, 0) 0 (x0, 0, 0, 0)

S†
n̄

Fig. B.1 Non-zero one-loop diagrams contributing to OWDY.x; �/ at order ˛s

A similar parametrization can be found for the second diagram in Fig. B.1. We
notice that the two diagrams in Fig. B.1 give the same contribution, hence we
explicitly compute only the first one and we multiply by two the result of the
calculation. Using the expression for the cut gluon propagator in position space,2

we evaluate the sum of the diagrams in Fig. B.1:

OWDY.x/ D 1C 4g2sCF
Z 0

�1
dt1

Z 0

�1
dt2
�.1 � "/
4�2�"

�.nt1 � x � Nnt2/2�"�1 :
(B.59)

By making the change of variable t1 ! �t1 we get

OWDY.x/ D 1C 4g2sCF
Z 1
0

dt1

Z 0

�1
dt2
�.1 � "/
4�2�"

�.x C nt1 C Nnt2/2�"�1 :
(B.60)

Setting x D .x0; 0; 0; 0/ we obtain the factorization of the two integrals

OWDY.x/ D 1C 4g2s CF
�.1 � "/
4�2�"

Z 1
0

dt1.x0 C 2t1/"�1
Z 0

�1
dt2 .�.x0 C 2t2//"�1 :

(B.61)

2In position space, the cut propagator D��.x/ D �g��D.x/ is defined as

D.x/ D
Z

ddk

.2�/d
e�ik �x2��.k0/ı.k

2/ D �.d=2� 1/
4�d=2

�.x
C

� i0/.x
�

� i0/�1�d=2 ;
where x

C

� n � x and x
�

� Nn � x.
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By replacing t1 ! x0t1=2, t2 ! x0t2=2 we find

OWDY.x/ D 1 � g2s CF
�.1 � "/
4�2�"

.�x20/"
Z 1
0

dt1 .1C t1/"�1



Z 0

�1
dt2 .1C t2/"�1

D 1C CF ˛
0
s

�

�.1 � "/
"2

��x20�	" : (B.62)

As a last step, we express the bare coupling ˛0s in terms of the MS renormalized
coupling constant ˛s.�/ via the usual relation Z˛ ˛s.�/�2� D e�"�E .4�/"˛0s ,
where Z˛ D 1CO.˛s/. We find

OWDY.x; �/ D 1C CF ˛s
�

�.1� "/
"2

e�"�E
�
�1
4
�2x20e

2�E

�"
: (B.63)



Appendix C
Inverse Derivative Operator

The relation in Eq. (3.27) must be defined with an infinitesimal positive imaginary
part in the operator, and should read (see [Eq. (26)])

i

in � @C i0C �.x/ D
Z 0

�1
ds�.x C sn/ : (C.1)

In order to check the Ci0C prescription in the equation above, one can start by
rewriting the fields in the coordinate space as the Fourier transform of the field in
momentum space

�.x/ D
Z

d4k

.2�/4
e�ik�x Q�.k/ : (C.2)

The l.h.s. of Eq. (C.1) becomes then

i

in � @C i0C �.x/ D
Z

d4k

.2�/4
i

n � k C i0C e
�ik�x Q�.k/ : (C.3)

In turn one can write

1

n � k C i0C D P
�

1

n � k
�
� i�ı.n � k/ ; (C.4)

whereP indicates the Cauchy’s principal value and where the relation above can be
checked by integrating both sides over the n � k complex plane. Finally one finds

i

in � @C i0C �.x/ D
Z

d4k

.2�/4

�
P

�
i

n � k
�
C �ı.n � k/

�
e�ik�x Q�.k/ : (C.5)
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Similarly, the r.h.s. of Eq. (C.1) can be written as

Z 0

�1
ds�.x C sn/ D

Z
d4k

.2�/4

�Z 0

�1
dse�ik�ns

�
e�ik�x Q�.k/ : (C.6)

The integral over s is the Fourier transform of the Heaviside Step Function

Z 1
�1

ds e�ik�ns�.�s/ D P
�

i

k � n
�
C �ı .k � n/ ; (C.7)

so that the r.h.s. of Eq. (C.1) becomes

Z 0

�1
ds�.x C sn/ D

Z
d4k

.2�/4

�
P

�
i

n � k
�
C �ı.n � k/

�
e�ik�x Q�.k/ : (C.8)

Comparing Eqs. (C.5), (C.8) one proves Eq. (C.1).
By following the same procedure one can also prove that

�i
in � @� i0C D

Z 1
0

ds�.x C sn/ : (C.9)

In reality, the choice of the sign of the infinitesimal imaginary to associate to the
inverse operator 1=.in �@/ is relevant only when n �p is small. However, since n �p is
assumed to be the large momentum component, the choice of the infinitesimal part
must be physically irrelevant.



Appendix D
Wilson Lines and Gauge Transformations

In this appendix, we derive a few fundamental properties of Wilson lines. We start
by considering a generic Wilson line connecting two space-time points y and z, for
an abelian theory such as QED. In the abelian case, no path ordering is needed, and
we will indicate a Wilson line as

Œz; y�A 	 exp

�
�ie

Z
P

dx�A�.x/

�
; (D.1)

where P is a path which connects y with z, and where e D �g is the abelian
coupling constant. In most cases, we drop the subscript indicating the gauge field;
however, it the following discussion we need to carry out gauge transformations,
and it is therefore convenient to indicate explicitly which gauge field appears in the
Wilson line. The Wilson line can be rewritten as

Œz; y�A D exp

"
�ie

Z sz

sy

ds
dx�

ds
A�
�
x.s/

	# I (D.2)

s is a variable parameterizing the path and sy; sz are such that

y 	 x.sy/ ; z 	 x.sz/ : (D.3)

The Wilson lines employed in the rest of these lectures involve paths which are
straight segments, so that

x.s/ D x0 C s Nn ; and
dx�

ds
D Nn� : (D.4)

Moreover we typically choose sy D 0 and rewrite sz ! s and x0 ! 0. In this
appendix however we will consider the more general case of Wilson lines along
arbitrary paths.
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Under a gauge transformation V.x/ D ei˛.x/, the field A transforms as

A�.x/! A0�.x/ D A�.x/C
1

g
@�˛.x/ ; (D.5)

and the Wilson line changes to

Œz; y�A ! Œz; y�A0

D exp

"
�ie

Z sz

sy

ds
dx�

ds
A�
�
x.s/

	C i
Z sz

sy

ds
dx�

ds
@�˛ .x.s//

#

D exp

"
�ie

Z sz

sy

ds
dx�

ds
A�
�
x.s/

	C i
Z sz

sy

ds
d

ds
˛ .x.s//

#

D exp

"
�ie

Z sz

sy

ds
dx�

ds
A�
�
x.s/

	C i˛ .z/ � i˛ .y/
#

D V.z/ Œz; y�A V
�.y/ : (D.6)

From the last line above it is easy to see that if y D z (closed path) the Wilson line
is gauge invariant. Such closed Wilson lines are called Wilson loops and play an
important role, for example when formulating gauge theory on the lattice.

Next, we will to prove that the covariant derivative of the Wilson line along the
path is zero. To this end, we consider an intermediate point x� 	 x�.s/ and compute

dx�

ds
D� Œx; y�A D

dx�

ds

�
@� C ieA�.x/

	
Œx; y�A

D ie
dx�

ds

" 
� d

dx�

Z s

sy

dt
dx�

dt
A�.x/

!
C A�.x/

#
Œx; y�A

D ie

" 
� d

ds

Z s

sy

dt
dx�

dt
A�.x/

!
C dx�

ds
A�.x/

#
Œx; y�A

D ie

�
�dx�

ds
A�.x.s//C dx�

ds
A�.x/

�
Œx; y�A

D 0 : (D.7)

The properties shown in Eqs. (D.6), (D.7) are valid also in the non-abelian case
as we will show below. For the Wilson lines, the only difference to the abelian case
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is that the exponent is matrix-valued and we therefore need to specify an ordering
prescription. The proper prescription is to define

Œz; y�A D P exp

"
ig
Z sz

sy

dx�

ds
Ab� .x.s// t

b

#
; (D.8)

where P indicates the path ordering of the matrix-valued integrands in such a way
that an integrand evaluated at a given value of s appears to the right of integrands
evaluated at larger values of the parameter s, while it appears to the left of integrands
evaluated at smaller values of the parameter s. In the conjugate Wilson line Œz; y��A
the symbols P indicates the opposite ordering prescription with respect to the one
just described. In the following, in order to keep the notation compact, we introduce
a symbol for the argument of the integrand in Eq. (D.8):

F .s/ 	 dx�

ds
Ab� .x.s// t

b : (D.9)

We use boldface fonts for F to indicate that these objects are matrices. By
employing the usual series representation of the exponential

ex D
1X
nD0

xn

nŠ
; (D.10)

one can rewrite the Wilson line as

Œz; y�A D
1X
nD0

.ig/n

nŠ

Z sz

sy

ds1

Z sz

sy

ds2 � � �
Z sz

sy

dsnP fF .s1/F .s2/ � � �F .sn/g :
(D.11)

The path ordering prescribes that the non-commuting functionsF should be ordered
considering the decreasing order of the arguments. Therefore, if s1 > s2 > � � � > sn,
the product of F ’s in the integrand should be F.s1/F.s2/ � � �F.sn/. The integration
region in Eq. (D.11) is a n-dimensional hypercube. It is possible to subdivide the
integration region in nŠ subregions, which correspond to the nŠ possible ordering of
the elements in the set fs1; s2; � � � ; sng. The nŠ integration regions are simplexes, as
it is easy to see by considering the simple case in which n D 2, sy D 0, and sz D 1;
in this case

Z 1

0

ds1

Z 1

0

ds2P fF .s1/F .s2/g

D
Z 1

0

ds1

Z s1

0

ds2F .s1/F .s2/C
Z 1

0

ds2

Z s2

0

ds1F .s2/F .s1/

D 2
Z 1

0

ds1

Z s1

0

ds2F .s1/F .s2/ : (D.12)
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This procedure can be generalized to the n-dimensional case; each of the integration
regions gives the same contribution so that one can eliminate the path ordering and
multiply by nŠ each term1 in Eq. (D.11):

Œz; y�A D
1X
nD0
.ig/n

Z sz

sy

ds1

Z s1

sy

ds2 � � �
Z sn�1

sy

dsnF .s1/F .s2/ � � �F .sn/ : (D.14)

We then redefine sy 	 s0 and sz 	 s and we calculate the derivative of the
Wilson line with respect to s

d

ds
Œx.s/; x.s0/�A

D d

ds

�
1C ig

Z s

s0

ds1F .s1/C .ig/2
Z s

s0

ds1

Z s1

s0

ds2F .s1/F .s2/C � � �
�
:

(D.15)

It is easy to take the derivative in each term in the r.h.s. of the equation above by
observing that for a generic function g.s/

d

ds

Z s

s0

dtg.t/ D g.s/ : (D.16)

Equation (D.15) becomes

d

ds
Œx.s/; x.s0/�A D .ig/F .s/C .ig/2F .s/

Z s

s0

ds2F .s2/

C.ig/3F .s/
Z s

s0

ds2F .s2/
Z s2

s0

ds3F .s3/C � � �

D .ig/F .s/ Œx.s/; x.s0/�A

D .ig/
dx�

ds
Ab� .x.s// t

b Œx.s/; x.s0/�A : (D.17)

1Following the same procedure, but taking into account the opposite path ordering prescription,
the conjugate Wilson line can be written as

Œz; y��A D
1X
nD0

.�ig/n
Z sz

sy

ds1

Z sz

s1

ds2 � � �
Z sz

sn�1

dsnF .s1/F .s2/ � � �F .sn/ : (D.13)
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It is now trivial to see that

dx�

ds

�
@

@x�
� igAb� .x.s// tb

�
Œx.s/; x.s0/�A D

dx�

ds
D� Œx.s/; x.s0/�A D 0 ;

(D.18)

and therefore the covariant derivative of the Wilson line along the path is zero also
in the non-abelian case. Note that this first-order differential equation determines
the Wilson line up to an initial condition. The proper initial condition is simply that
the Wilson line of zero length is the identity matrix Œx.sy/; y�A D Œy; y�A D 1. The
Wilson lines along the path P from y to z is the unique solution of the differential
equation in Eq. (D.18) which satisfies the initial condition Œy; y�A D 1.

Finally, we are ready to prove that also in the non-abelian case the Wilson line
transforms according to Eq. (D.6) under gauge transformations. Let us define the
quantity

Œx; y�A0 D V.x/Œx; y�AV �.y/ ; (D.19)

and prove that it satisfies the differential equation (D.18) when the covariant
derivative depends on the field A0, which is the gauge transformation of the field
A. In fact

dx�

ds
D�.A

0/Œx; y�A0 D dx�

ds
D�.A

0/V .x/Œx; y�AV �.y/

D dx�

ds
V.x/D�.A/V

�.x/V .x/Œx; y�AV
�.y/

D V.x/dx�

ds
D�.A/Œx; y�AV

�.y/ D 0 ; (D.20)

where the last equality follows from the fact that Œx; y�A is the solution of Eq. (D.18).
Our proof is completed by checking that Œx; y�A0 also satisfies the correct initial
condition

Œy; y�A0 D V.y/ Œy; y�A„ƒ‚…
D1

V �.y/ D 1 : (D.21)

Therefore the non-abelian Wilson lines transform according to Eq. (D.19) under
gauge transformations.



Appendix E
Momentum-Space Feynman Rules for Soft
Wilson Lines

In this appendix we derive the Feynman rules for soft Wilson lines employed in
the calculation of Feynman diagrams in the effective theory. These rules were
introduced in Eq. (6.55) for the calculation of the Drell–Yan soft matrix element
at order ˛s . A straightforward approach to extract the Feynman rules consists in
expanding the soft Wilson line. For example, in the case of an incoming quark (or
an outgoing anti-quark), one needs to expand

Sn.x/ D P exp

�
igs

Z 0

�1
dsn � Aas .x C sn/ ta

�
; (E.1)

at the desired order in the coupling constant. At order gs , only one gluon is emitted
from the collinear direction n, and by employing the Fourier representation of the
gluon field one finds the well known eikonal vertex approximation:

Sn.x/ D 1C igs

Z 0

�1
dsn � Aas .x C sn/ta CO.g2s /

D 1C igs

Z 0

�1
ds
Z

d4k

.2�/4
e�ik�.xCsn/n � QAas .k/ ta CO.g2s /

D 1C
Z

d4k

.2�/4
e�ik�x

�
�gs n

�

n � k t
a

�
„ ƒ‚ …
Eikonal Feynman rule

QAas �.k/ CO.g2s / : (E.2)

The same expression for the eikonal vertex can also be found by taking the soft
gluon momentum limit of the single gluon emission diagram in QCD.

In general, at a given order gms one has to consider the emission of m gluons
from a collinear direction. For example, by considering the term of order g2s in the
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expansion of the Wilson line and by inserting the Fourier representation of the fields
one obtains

� g
2
s

2

�Z 0

�1
dt
Z 0

t

dsn � A.x C sn/ n � A.x C tn/ C �
s $ t

	�

D� g
2
s

2

"Z 0

�1
dt
Z 0

t

ds
Z
k1

Z
k2

e�ik1�.xCsn/e�ik2�.xCtn/n � QA.k1/ n � QA.k2/

C
�
s $ t

k1 $ k2

�#

Dg
2
s

2

"Z
k1

Z
k2

e�i.k1Ck2/�x
�

n�1n�2

n � k2 n � .k1 C k2/
�
QA�1.k1/ QA�2.k2/

C
�
k1 $ k2
�1 $ �2

�#
; (E.3)

where we employed the notation A 	 Aa ta and introduced the symbol

Z
k

	
Z

d4k

.2�/4
: (E.4)

In order to extract the Feynman rule from the last line of Eq. (E.3) one still needs
to sum over the two possible permutations of the gluon momenta and indices.
Consequently, after rewriting the t matrices in terms of the color space matrices1

T, one finds the Feynman rule shown in the second line of Fig. E.1. The first line of
Fig. E.1 corresponds to the emission of a single soft gluon. A similar procedure can
be applied to the expansion of collinear Wilson lines.

Formally the Feynman rules arising from the expansion of a Wilson line can be
extracted by introducing in the Lagrangian a complex, colored scalar field �n for
each collinear direction

�L D ��n .in �D/�n C ��Nn .i Nn �D/� Nn C j��Nn �n ; (E.5)

where the last term in the r.h.s. is a scalar current operator. From the Lagrangian in
Eq. (E.5) one can easily derive the Feynman rules for the scalar field propagators
and the interaction vertices of the scalar fields with the gluon field. These rules are
shown in Fig. E.2.

1Observe that, since for an incoming quark t cab D �.Tc /ba (see Appendix H), the order of the
indices a1 and a2 in Fig. E.1 is reversed with respect to the order of the indices in the last line of
Eq. (E.3).
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Fig. E.1 Feynman rule for the emission of one and two gluons from a soft Wilson line

Fig. E.2 Feynman rules derived from the Lagrangian for the field �

Fig. E.3 The diagrams on the l.h.s. are constructed by using the Feynman rules for the �-fields;
the r.h.s. coincides with the Feynman rule obtained by expanding the Wilson line

Once one identifies the collinear direction of the Wilson line with the complex
scalar field at the Feynman diagram level, it is possible to verify that the Feynman
rules obtained by directly expanding the Wilson line coincide with those extracted
from the Lagrangian in Eq. (E.5). In fact, by combining the propagator for the
field � with the �-gluon vertex one reproduces the rule derived from the last line
of Eq. (E.2). The case in which two gluons are emitted from the scalar field is
schematically shown in Fig. E.3.



192 E Momentum-Space Feynman Rules for Soft Wilson Lines

In order to prove in a formal way the link between these two apparently indepen-
dent ways of deriving the Feynman rules, we perform a decoupling transformation
of the fields in the Lagrangian

�n D Sn�.0/n ;

� Nn D S Nn�.0/Nn ; (E.6)

and we obtain from Eq. (E.5)

�L D �.0/�n S�n .in �D/Sn�.0/n C �.0/�Nn S
�

Nn .i Nn �D/S Nn�.0/Nn C j�.0/�Nn S
�

NnSn�n

D �.0/�n .in � @/ �.0/n C �.0/�Nn .i Nn � @/ �.0/Nn C j�.0/�Nn S
�

NnSn�
.0/
n ; (E.7)

where in the second equality we used the relationS�n .in �D/Sn D in�@. For example
by inserting the scalar current operator in an asymptotic final state one obtains

h� Nnj��Nn �nj�ni D h� Nnj�.0/�Nn S
�

NnSn�
.0/
n j�ni

D h0jS�NnSnj0i ; (E.8)

therefore the two methods are proven to be equivalent.



Appendix F
Decoupling Transformation and the Gluon
Kinetic Term

In this appendix we want to show that the decoupling of the soft gluons takes
place also in the kinetic term involving collinear gluons, which is the last term in
Eq. (4.29). This is necessary because the collinear gluon field strength depends also
on the soft gluon field, as it can be seen from the second of Eq. (4.31) and the last of
Eq. (4.30). The last term in Eq. (4.29) can be rewritten as �1=2TrŒF c

��F
��;c�, where

the superscript c indicates that we are dealing with collinear gluons field strengths
defined as

F c
�� D F c;a

�� t
a 	 1

ig


iD�; iD�

�
: (F.1)

In Eq. (F.1) a is an index in the adjoint representation and the covariant derivative
D� is defined as in Eq. (4.32). One then wants to know how the three terms in
the r.h.s. of Eq. (4.32) transform under the decoupling transformation Ac.x/ !
Sn.x�/A.0/c .x/S�n.x�/. Since SnS

�
n D 1 and

@˛Sn.x�/ D Nn˛
2
n � @�Sn.x�/ ; (F.2)

does not have a transverse component and it vanishes when contracted with Nn˛ , one
can see that under a decoupling transformation

i Nn �Dc ! Sn.x�/i Nn �D.0/
c S

�
n.x�/ ;

iDc;? ! Sn.x�/iD.0/

c;?S
�
n.x�/ ; (F.3)

where the superscript .0/ indicates that one should replace Ac ! A
.0/
c in the second

of Eq. (4.30). By using the same procedure adopted in Eq. (4.57) one finds that

in �D ! in �D0Sn.x�/S�n.x�/ D Sn.x�/in �D.0/
c S

�
n.x�/ : (F.4)
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Therefore, after the decoupling transformation, the covariant derivative depends
only on the fields A.0/c and does not longer depend on As . Finally, by employing
Eq. (F.1) one sees that under a decoupling transformation

F c
�� ! Sn.x�/F .0/;c

�� S�n.x�/ ; (F.5)

and, using the cyclic property of the trace,

Tr
h
F c
��F

��;c
i
! Tr

h
F .0/;c
�� F .0/;c;��

i
: (F.6)

As expected, the r.h.s. of Eq. (F.6) does not depend on the soft gluon field.



Appendix G
Transverse PDFs at NLO

In this Appendix we briefly sketch the calculation of the Transverse PDFs (TPDFs)
at NLO by relating it to the evaluating the diagrams in the first line of Fig. 7.1. We
start from the definition of the xT -dependent PDFs in terms of of operators, which
was introduced in Eq. (7.1). As a first step, we replace the hadronic state N by a
quark q carrying a collinear momentum p� / n�. Furthermore, we introduce the
identity operator as a sum over a generic intermediate collinear partonic state that
we indicate with X , so that we find

Bq=q
�
z; x2T ; �

	 D 1

2�

Z
dt e�izt Nn�p

Nn=ij

2

XZ

X

hq.p/j N�i .t NnC x?/jXihX j�j .0/jq.p/i ;

(G.1)

where i; j in the Eq. (G.1) are Dirac indices. Since the partonic PDFs are trivial,
fi=j .z/ D ı.1 � z/ ıij, we immediately obtain the coefficient functions in Eq. (7.7)
from the partonic TPDFs: Ii j .z; x2T ; �/ D Bi=j .z; x2T ; �/.

Once can then use the momentum operator P to rewrite

N�i .t NnC x?/ D eiP �.t NnCx?/ N�i .0/e�iP �.t NnCx?/ ; (G.2)

so that Eq. (G.1) can be rewritten as

Bq=q
�
z; x2T ; �

	

D 1

2�

Z
dt e�izt Nn�p

XZ

X

ei.p�k/�.t NnCx?/
Nn=ij

2
hq.p/j N�i .0/jXihX j�j .0/jq.p/i ;

(G.3)
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where k is the momentum of the intermediate state X . By observing that p �x? D 0
and by integrating over t one finds

Bq=q
�
z; x2T ; �

	

D
XZ

X

e�ik
?

�x
?ı . Nn � .k � .1� z/p//

Nn=ij

2
hq.p/j N�i .0/jXihX j�j .0/jq.p/i :

(G.4)

The two matrix elements in Eq. (G.4) form a sort of“squared” amplitude which can
be interpreted diagrammatically in perturbation theory. By expanding B in powers
of ˛s according to

Bq=q
�
z; x2T ; �

	 D
1X
nD0

� ˛s
4�

�n
B.n/q=q

�
z; x2T ; �

	
; (G.5)

one can evaluate the TPDFs up to the desired perturbative order. A calculation of
the quark TPDF was carried out in [6]. At leading order, the intermediate state is the
vacuum, therefore k D 0, so that

B.0/q=q
�
z; x2T

	 D 1

2Nc
TrŒ1�

1

Nn � pı .1 � z/Tr

�
p=
Nn=
2

�
D ı .1 � z/ : (G.6)

In Eq. (G.6), the factor 1=2=Nc arises from the average over the spin and color or
the quark and the trace over the identity in the fundamental representation of SU.3/
gives a further factor of N .

At NLO, only one gluon of momentum k contributes to the intermediate state
X , and the integral over X is the integral over the on-shell four momentum of the
gluon. The relevant diagrams are the ones shown in Fig. 7.1. In the figure, the Wilson
lines in � and N� are represented by the symbol ˝. Before UV renormalization, the
contribution of each one of the graphs contributing to the bare NLO TPDFs B.1/q=q
can be obtained from the relation

˛0s
4�

B.1;i /
q=q

�
z; x2T

	 D
Z

ddk

.2�/d
ıC.k2/.2�/ı . Nn � .k � .1 � z/p//

� �

n � k
�˛
eikT �xT M.i /;

(G.7)

where the factor raised to the power ˛ is the analytic regulator as introduced in
[7], and the integrand M depends on the diagram i which we are considering. For
convenience, in the following we will make use of the notation qC 	 n�q, q� 	 Nn�q
(q˙ are scalars, not to be confused with the vectors q�˙ employed in other parts of
this work).
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For the first diagram in Fig. 7.1 (diagram a), in which the gluon is attached to the
quark line on both sides of the cut, the integrand M is

M.a/ D � g2s
2Nc

CFNcTr

�
.p= � k=/ ��p=�� .p=� k=/ Nn=

2

�
1

.p � k/4

D 2g2sCF .1 � "/
k�
p�kC

; (G.8)

where regular QCD vertices and propagators could be employed, since the matrix
element involves only collinear fields. By inserting M.a/ in Eq. (G.7) one finds

˛0s
4�

B.1;a/q=q

�
z; x2T

	 D 2g2sCF

.2�/3�2"
.1 � "/

Z
ddk ıC

�
kCk� � k2T

	


 ı .k� � .1 � z/p�/ eikT �xT
�
�

kC

�˛
k�
p�kC

: (G.9)

One can then rewrite the integration measure in terms of kC; k� and kT according
to
Z
ddk ıC

�
kCk� � k2T

	 D 1

2

Z 1
0

dkC
Z 1
0

dk�
Z
dd�2kT ı

�
kCk� � k2T

	
;

(G.10)

and then integrate over k� and kC by using the two delta functions to find

˛0s
4�

B.1;a/q=q

�
z; x2T

	

D g2s CF

.2�/3�2"
.1 � "/ .1 � z/1C˛ .�p�/˛

Z
d2�2"kT

�
k2T
	�1�˛

eikT �xT :

(G.11)

The integral over the transverse momentum can be calculated as follows

Z
d2�2"kT

�
k2T
	!
eikT �xT D �1�2"

Z 1
0

du u1�2"C2!
Z 1

�1
dr
�
1 � r2	� 12�" eiujExT jr

D �1�" � .1 � "C !/
� .�!/

�
x2T
4

��1C"�!
; (G.12)



198 G Transverse PDFs at NLO

where in the first line of Eq. (G.12) we set u 	 jEkT j and r represents the cosine of
the angle between the vectors kT and xT . By employing Eq. (G.12) one finds

˛0s
4�

B.1;a/q=q

�
z; x2T

	 D 4�2�"˛0s CF
.2�/3�2"

.1 � "/ .1 � z/1C˛ .�p�/˛
� .�" � ˛/
� .1C ˛/

�
x2T
4

�"C˛
:

(G.13)

Next we replace the bare coupling constant ˛0s D g2s =.4�/ by the coupling ˛s 	
˛s.�/ in the MS scheme using the relation Z˛ ˛s �2" D e�"�E .4�/"˛0s , with Z˛ D
1CO.˛s/, and make use of the identity

�
x2T
4

�"C˛
�2"e"�E D ��2˛e."C˛/L?�."C2˛/�E ; (G.14)

where we introduced the symbol L? D ln.x2T �
2=.4e�2�E //. We then find

B.1;a/q=q

�
z; x2T ; �

	

D CF e."C˛/L?�."C2˛/�E � .�" � ˛/
� .1C ˛/

�
�p�
�2

�˛
.1 � z/�1C˛


2.1� z/2.1 � "/� ;

(G.15)

where B.1;a/q=q

�
z; x2T ; �

	
denotes the coefficient of the renormalized coupling ˛s.�/,

which is scale dependent [in contrast to the coefficient of the bare coupling in
Eq. (G.13)]. The result above matches the notation employed in [6]. We notice that
the calculation of diagram a did not require the introduction of an analytic regulator;
consequently, the ˛ ! 0 is finite, as long as " kept different from zero. One can then
extract the corresponding bare coefficient Iaq q which is found to be

Iaq q.z; x2T ; �2/ D �
CF˛s

2�
.1 � z/

�
1

"
C L? � 1

�
: (G.16)

The second and third diagram in Fig. 7.1 (diagrams b and c) give identical results.
The integrand for diagram b is

M.b/ D g2s
2Nc

CFNcTr

�
.p= � k=/ Nn=p= Nn=

2

�
1

.p � k/2 Nn � k D 2g
2
sCF

p� � k�
k�kC

;

(G.17)

where one can use the first Feynman rule in Fig. E.1 in order to describe the gluon
connecting to the Wilson line, provided that one replaces n ! Nn, since in the
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diagrams we want to calculate we deal with collinear Wilson lines rather then with
soft Wilson lines as in Fig. E.1. The integral to be evaluated is then

˛0s
4�

B.1;b/q=q

�
z; x2T

	 D 2g2sCF

.2�/3�2"

Z
ddk ıC

�
kCk� � k2T

	


 ı .k� � .1 � z/p�/ eikT �xT
�
�

kC

�˛
p� � k�
k�kC

: (G.18)

By following the same procedure employed in order to evaluate diagram a one finds

B.1;b/q=q

�
z; x2T ; �

	 D CF e."C˛/L?�."C2˛/�E � .�" � ˛/
� .1C ˛/

�
�p�
�2

�˛
.1 � z/�1C˛ Œ2z� :

(G.19)

The result in Eq. (G.19) matches what was found in [6]. The singularity in ˛ arises
from the expansion the factor

.1 � z/�1C˛ D 1

˛
ı.1� z/C

�
1

1� z

�
C
CO.˛/ : (G.20)

The fourth diagram in Fig. 7.1 evaluates to zero because the two Wilson lines
give rise to a factor Nn2 D 0.

The TPDFs for the antiquark carrying momentum l can be calculated following
the same steps outlined above for the quark case, provided that one exchanges n$
Nn everywhere in the integrands, except for the analytic regulator factor .�=kC/˛ ,
which is not changed. At NLO, one finds that the integral corresponding to the first
diagram in Fig. 7.1 gives

NB.1;a/Nq= Nq
�
z; x2T ; �

	 D CF e"L?�"�E � .�"/
�
�

lC

�˛
.1 � z/�1�˛


2.1� z/2.1 � "/� ;

(G.21)

while by evaluating the second (and third) diagram one finds

NB.1;b/Nq= Nq
�
z; x2T ; �

	 D CF e"L?�"�E � .�"/
�
�

lC

�˛
.1 � z/�1�˛ Œ2z� : (G.22)

The diagrams with the gluon connected to the Wilson line on both sides of the cut
vanishes also in the antiquark case.
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By calculating the product of the quark and the antiquark TPDFs and then by
expanding first in ˛ and then in ", one sees that the poles in ˛ in the NLO terms
cancel out

Bq=q �z1; x2T 	 NB Nq= Nq �z2; x2T 	�q2
D Iq q �z1; x2T 	 NI Nq Nq �z2; x2T 	�q2

D ı.1� z1/ı.1� z2/

"
1C CF˛s

4�

 
4

"2
� 4
"

ln

�
q2

�2

�

� 4L? ln

�
q2

�2

�
� 2L2? �

�2

3

!#
� CF˛s

4�

(
2ı.1� z1/



"�

1

"
C L?

�
1C z22
Œ1 � z2�C

� .1 � z2/

#
C .z1 $ z2/

)
CO �˛2s 	 : (G.23)

The subscript q2 in the l.h.s. of Eq. (G.23) indicates the hidden q2 dependence
induced by the collinear anomaly. After MS renormalization, this result matches
Eq. (38) in1 [8].

1In [8] the result involves the plus distribution Œ.1C z2/=.1 � z/�
C

. In order to match Eq. (G.23),
which is written in terms of the plus distribution Œ1=.1�z/�

C

, one needs to make use of the relation

�
f .z/

lnn.1� z/

1� z

�
C

D f .z/

�
lnn.1� z/

1� z

�
C

C ı.1� z/

Z 1

0

dx .f .1/� f .x// lnn.1� x/
1� x :

(G.24)



Appendix H
Color Space Formalism

Writing out the gauge-group indices of n-particle amplitudes explicitly can be
tedious and is inefficient, because many relations hold independent of the explicit
representation of the partons. The color-space formalism provides a convenient
language to discuss general properties of amplitudes. To unify the treatment of color,
we introduce for each QCD process with n external legs an orthonormal basis of
vectors indicated by ja1; a2; � � � ; ani where the indices in the string fag refer to the
color of the external particles. The indices can be in the fundamental representation
(quarks) or adjoint representation (gluons). The amplitude for the process with fixed
color indices fag for the external particles, which we indicate with Mfag, is related
to jMi, an abstract vector representing the process in color space, by the relation

Mfag 	 ha1; a2; � � � ; anjMi D hfagjMi : (H.1)

In order to describe the color algebra associated with the emission of a soft gluon
from one of the external particles, for example the one carrying color index ai , one
introduces the color generators Tci . These matrices in color space act on the color
index of the i th parton in the basis vectors as follows

Tci j � � � ; ai ; � � � i D .Tci /bi ai j � � � ; bi ; � � � i : (H.2)

If the i th parton is a final-state quark or an initial-state antiquark, the matrices T are
defined by .Tc/ba D t cba, where the t matrices are the usual SU.N / generators. For
a final-state antiquark or an initial state quark instead one defines .Tc/ba D �t cab
(we remind the reader that tab D t�ba), while for gluons .Tc/ba D if abc. We also
employ the notation Ti � Tj 	 Tci T

c
j . Therefore T2i denotes the Casimir operator
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representing the i th parton, with eigenvalues CF D .N 2
c � 1/=2Nc for quarks and

CA D Nc for gluons. This can be seen easily seen by using the relations

tatb D 1

2

�
1

Nc
ıabIC �d abc C if abc

	
t c
�
; (H.3)

with a D b in the quark case and

f abcf abd D Ncıcd ; (H.4)

for the gluon case. If one considers color singlet amplitudes, color conservation
implies that

nX
iD1

Tai jMi D 0 : (H.5)

This property can be shown in a similar way both for on-shell amplitudes jMi
and for Wilson coefficients jCi, because of the relation in Eq. (8.18). In particular,
we focus on the Wilson coefficient case and, in order to simplify the notation,
we only keep the color indices ai and we drop the Dirac and Lorentz indices
from the expressions. To prove the relation in Eq. (H.5) we apply a generic gauge
transformation of the fields

.�i /ai ! expŒi˛c.x/Tci �.�i /ai .x/ (H.6)

to the Hamiltonian in Eq. (8.11). By expanding the exponential we obtain:

Heff
n !

Z
dt1 : : : dtnCa1:::an .t1; : : : ; tn; �/


 �1C i˛.x/c �.Tc1/a1 b1ıa2 b2 : : : ıan bn C : : :C ıa1 b1 : : : ıan�1 bn�1 .Tcn/an bn		

.�1/b1 .x C t1 Nn1/ : : : .�n/bn.x C tn Nnn/

D
Z

dt1 � � � dtnhOn.ftg; �/j
 

1C i˛c.x/
X
i

Tci

!
jC.ftg; �/i ; (H.7)

where in the last line we used the color-space notation. Due to the gauge invariance
of the Hamiltonian the following equation holds

Z
dt1 � � � dtnhOn.ftg; �/j

 
1C i˛c.x/

X
i

Tci

!
jC.ftg; �/i

D
Z

dt1 � � � dtnhOn.ftg; �/jC.ftg; �/i : (H.8)
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Since this equality is valid for arbitrary configurations of the fields �i , it follows that

X
i

Tci jC.ftg; �/i D 0 : (H.9)

A useful relation which follows from color conservation Eq. (H.5) is

X
i¤j

Ti � Tj D �
X
i

T2i D �
X
i

Ci ; (H.10)

where Ci D CF for quarks and CA for gluons. In deriving it, we implicitly assume
that the operator acts on an amplitude.

When considering color singlet amplitudes, it is possible to decompose the vector
representing the amplitude as follows

jMi D
X
I

MI

X
fag
.cI /fag jfagi 	

X
I

MI jcI i ; (H.11)

where the factors MI are combinations of Dirac matrices, external vectors, spinors,
and polarization vectors. The coefficients .cI /fag are the sets of independent color
structures which can appear in the amplitude. They satisfy the relation

X
fag


.cJ /fag

��
.cI /fag D 0 if I ¤ J : (H.12)

With this definition the vectors jcI i form an orthogonal but not orthonormal basis.
Consequently, to project out the coefficients MI one must use

MI D 1

hcI jcI ihcI jMi : (H.13)

When dealing with IR poles of QCD amplitudes it is often necessary to calculate
object of the form

hMjTi �Tj jMi DM�
a1;��� ;ai�1;bi ;aiC1;��� ;aj�1;bj ;ajC1;��� ;an

�
Tai
	
bi ai

�
Taj
�
bj aj

Ma1;��� ;an :
(H.14)

Of course it is convenient to know how the products Ti �Tj act on the basis of vector
jcI i:

Ti � Tj jcI i D

Ti � Tj

�
IJ
jcJ i ; (H.15)
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where on the r.h.s. one has the matrix elements of indices IJ


Ti � Tj

�
IJ
D 1

hcI jcJ ihcI jTi � Tj jcJ i : (H.16)

While the generators act in the abstract color space, in the l.h.s. of the equation
above the symbol


Ti � Tj

�
is just employed to indicate a matrix acting on the space

of color-singlet structures.



Appendix I
Anomalous Dimensions

For the convenience of the reader, we collect here the explicit expressions of the
factors appearing in Eqs. (8.28), (8.30), (8.33). The QCD beta function up to three
loops is given by

ˇ0 D 11

3
CA � 4

3
TF nf ;

ˇ1 D 34

3
C 2
A �

20

3
CATF nf � 4CFTF nf ;

ˇ2 D 2857

54
C 3
A C

�
2C 2

F �
205

9
CFCA � 1415

27
C 2
A

�
TFnf

C
�
44

9
CF C 158

27
CA

�
T 2F n

2
f ; (I.1)

where TF D 1=2 and nf is the number of active quark flavors.
The quantities �i (where i 2 fcusp; q; gg) have the following expansion in the

strong coupling constant

�i .˛s/ D �i0
˛s

4�
C �i1

� ˛s
4�

�2 C �i2
� ˛s
4�

�3 C � � � ; (I.2)

The coefficients for the cusp anomalous dimension are [9]

�
cusp

0 D 4 ;

�
cusp

1 D
�
268

9
� 4�

2

3

�
CA � 80

9
TF nf ;

�
cusp

2 D C2
A

�
490

3
� 536�

2

27
C 44�4

45
C 88

3
�3

�
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CCATF nf
�
�1672
27
C 160�2

27
� 224

3
�3

�

C CFTF nf
�
�220
3
C 64�3

�
� 64
27
T 2F n

2
f : (I.3)

The anomalous dimension �q D � Nq can be determined from the three-loop
expression for the divergent part of the on-shell quark form factor in QCD [10]. The
result was extracted in [11]. In the notation of this paper 2�q D �V . One obtains

�
q
0 D �3CF ;

�
q
1 D C2

F

�
�3
2
C 2�2 � 24�3

�
C CFCA

�
�961
54
� 11�
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135
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�139345
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� 7163�
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486
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� 28�
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�

C CFT 2F n2f
�
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2

27
� 32
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�
: (I.4)

Similarly, the expression for the gluon anomalous dimension can be extracted
from the divergent part of the gluon form factor obtained in [10]. In terms of the
anomalous dimensions given in [5], we have 2�g.˛s/ D �t .˛s/C�S .˛s/Cˇ.˛s/=˛s .
One finds

�
g
0 D �ˇ0 D �

11

3
CA C 4

3
TF nf ;

�
g
1 D C2

A

�
�692
27
C 11�2
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C CATF nf

�
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�
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2 D C3
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�97186
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4
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C C2
ATF nf

�
30715
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� 1198�

2
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C 82�4
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27
�3
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C CACF TFnf
�
2434
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�
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729
C 40�2
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CF T

2
F n

2
f : (I.5)

These results for �q and �g are valid in conventional dimensional regularization,
where polarization vectors and spinors of all particles are treated as d -dimensional
objects (so that gluons have .2 � 2"/ helicity states).

The anomalous dimension for massive quarks appearing in Eq. (8.75) has an
expansion of the same form of Eq. (I.2) where the first two coefficients are [12].

�
Q
0 D �2CF ;

�
Q
1 D CFCA

�
�98
9
C 2�2

3
� 4�3

�
C 40

9
CFTF nf : (I.6)

The cusp anomalous dimension for massive partons, which depends on hyperbolic
angles ˇIJ and appears in Eq. (8.75) also has an expansion of the form shown in
Eq. (I.2), where the first two coefficients are [12–15]

�
cusp
0 .ˇ/ D �

cusp
0 ˇ cothˇ ;

�
cusp
1 .ˇ/ D �
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1 ˇ cothˇ C 8CA

(
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3
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:

(I.7)

The anomalous dimension describing the evolution of the quark PDFs near x D 1,
employed in Eq. (6.41), is [16]

�
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where the coefficients above refer to an expansion of the type in Eq. (I.2). Similarly,
for the gluon case, one finds

�
fg
0 D ˇ0 ;

�
fg
1 D C2

A

�
32

3
C12�3

�
� 16
3
CATF nf � 4CFTF nf : (I.9)
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